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Foreword 
 
Don�t believe a word I say. 
It�s not that I’m lying when I tell you that this is an important book. I don’t even lie at the poker  
table -- not much, anyway - so why would I lie about a book I didn’t even write? 
 
It�s just that you can’t trust me to be objective. I liked this book before I’d even seen a single 
page. I liked it when it was just a series of conversations between Bill, myself, and a handful of 
other math geeks. And if I hadn’t made up my mind before I’d read it, I’m pretty sure they�d have 
won me over with the first sentence. 
Don�t worry, though. You don’t have to trust me. Math doesn’t lie. And results don’t lie, either. In 
the 2006 WSOP, the authors finished in the money seven times, including Jerrod’s second place 
finish in Limit Holdem, and Bill’s two wins in Limit and Short Handed No Limit Hold’em. 
 
Most poker books get people talking. The best books make some people say, �How could anyone 
publish our carefully guarded secrets?" Other times, you see stuff that looks fishy enough to 
make you wonder if the author wasn’t deliberately giving out bad advice. I think this book will 
get people talking, too, but it won’t be the usual sort of speculation. No one is going to argue that 
Bill and Jerrod don’t know their math. 
 
The argument will be about whether or not the math is important. 
 
People like to talk about poker as "any man’s game." Accountants and lawyers, students and 
housewives can all compete at the same level - all you need is a buy-in, some basic math and 
good intuition and you, too, can get to the final table of the World Series of Poker. That notion is 
especially appealing to lazy people who don’t want to have to spend years working at something 
to achieve success. It’s true in the most literal sense that anyone can win, but with some well-
invested effort, you can tip the scales considerably in your favor. 
 
The math in here isn’t easy. You don’t need a PhD in game theory to understand the concepts in 
this book, but it’s not as simple as memorizing starting hands or calculating the likelihood of 
making your flush on the river. There’s some work involved. The people who want to believe 
intuition is enough aren’t going to read this book. But the people who make the effort will be 
playing with a definite edge. In fact, much of my poker success is the result of using some of the 
most basic concepts addressed in this book. 
 
Bill and Jerrod have saved you a lot of time. They’ve saved me a lot of a time, too. I get asked a 
lot of poker questions, and most are pretty easy to answer. But I’ve never had a good response 
when someone asks me to recommend a book for understanding game theory as it relates to 
poker. I usually end up explaining that there are good poker books and good game theory books, 
but no book addresses the relationship between the two. 
 
Now I have an answer. And if I ever find myself teaching a poker class for the mathematics 
department at UCLA, this will be the only book on the syllabus. 
 
Chris �Jesus" Ferguson 
Champion, 2000 World Series of Poker 
November 2006 
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 �If you  think  the math isn’t  
important, you don’t know  
the right math.�  

 
Chris "Jesus" Ferguson, 2000 World Series of Poker champion  
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Introduction 
 
 
In the late 1970s and early 1980s, the bond and option markets were dominated by traders who 
had learned their craft by experience. They believed that their experience and intuition for 
trading were a renewable edge; that is, that they could make money just as they always had by 
continuing to trade as they always had. By the mid-1990s, a revolution in trading had occurred; 
the old school grizzled traders had been replaced by a new breed of quantitative analysts, 
applying mathematics to the "art’’ of trading and making of it a science. 
 
If the latest backgammon programs, based on neural net technology and mathematical analysis 
had played in a tournament in the late 1970s, their play would have been mocked as 
overaggressive and weak by the experts of the time. Today, computer analyses are considered to 
be the final word on backgammon play by the world’s strongest players - and the game is 
fundamentally changed for it. 
And for decades, the highest levels of poker have been dominated by players who have learned 
the game by playing it, "road gamblers" who have cultivated intuition for the game and are adept 
at reading other players’ hands from betting patterns and physical tells. Over the last five to ten 
years, a whole new breed of player has risen to prominence within the poker community. 
Applying the tools of computer science and mathematics to poker and sharing information across 
the Internet, these players have challenged many of the assumptions that underlie traditional 
approaches to the game. One of the most important features of this new approach to the game is 
a reliance on quantitative analysis and the application of mathematics to the game. Our intent in 
this book is to provide an introduction to quantitative techniques as applied to poker and to the 
application of game theory, a branch of mathematics, to poker. 
 
Any player who plays poker is using some model, no matter what methods he uses to inform it. 
Even if a player is not consciously using mathematics, a model of the situation is implicit in his 
decisions; that is, when he calls, raises, or folds, he is making a statement about the relative 
values of those actions. By preferring one action over another, he articulates his belief that one 
action is better than another in a particular situation. Mathematics are a particularly appropriate 
tool for making decisions based on information. Rejecting mathematics as a tool for playing 
poker puts one’s decision-making at the mercy of guesswork. 
 
Common Misconceptions 
We frequently encounter players who dismiss a mathematical approach out of hand, often based 
on their misconceptions about what this approach is all about. We list a few of these here; these 
are ideas that we have heard spoken, even by fairly knowledgeable players. For each of these, we 
provide a brief rebuttal here; throughout this book, we will attempt to present additional 
refutation through our analysis. 
 
1) By analyzing what has happened in the past - our opponents, their tendencies, 
and so on-we can obtain a permanent and recurring edge. 
This misconception is insidious because it seems very reasonable; in fact, we can gain an edge 
over our opponents by knowing their strategies and exploiting them. But this edge can be only 
temporary; our opponents, even some of the ones we think play poorly, adapt and evolve by 
reducing the quantity and magnitude of clear errors they make and by attempting to counter-
exploit us. We have christened this first misconception the "PlayStation� theory of poker" - that 
the poker world is full of players who play the same fixed strategy, and the goal of playing poker 
is to simply maximize profit against the fixed strategies of our opponents. In fact, our opponents’ 
strategies are dynamic, and so we must be dynamic; no edge that we have is necessarily 
permanent. 
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2) Mathematical play is predictable and lacks creativity. 
In some sense this is true; that is, if a player were to play the optimal strategy to a game, his 
strategy would be "predictable" - but there would be nothing at all that could be done with this 
information. In the latter parts of the book, we will introduce the concept of balance this is the 
idea that each action sequence contains a mixture of hands that prevents the opponent from 
exploiting the strategy. Optimal play incorporates a precisely calibrated mixture of bluffs, semi-
bluffs, and value bets that make it appear entirely unpredictable. "Predictable" connotes 
"exploitable," but this is not necessarily true. If a player has aces every time he raises, this is 
predictable and exploitable. However, if a player always raises when he holds aces, this is not 
necessarily exploitable as long as he also raises with some other hands. The opponent is not able 
to exploit sequences that contain other actions because it is unknown if the player holds aces. 
 
3) Math is not always applicable; sometimes "the numbers go out the window." 
This misconception is related to the idea that for any situation, there is only one mathematically 
correct play; players assume that even playing exploitively, there is a correct mathematical play - 
but that they have a "read" which causes them to prefer a different play. But this is simply a 
narrow definition of "mathematical play" - incorporating new information into our understanding 
of our opponent’s distribution and utilizing that information to play more accurately is the major 
subject of Part II. In fact, mathematics contains tools (notably Bayes’ theorem) that allow us to 
precisely quantify the degree to which new information impacts our thinking; in fact, playing 
mathematically is more accurate as far as incorporating "reads" than playing by "feel." 
 
4) Optimal play is an intractable problem for real-life poker games; hence, we 
should simply play exploitively. 
This is an important idea. It is true that we currently lack the computing power to solve headsup 
holdem or other games of similar complexity. (We will discuss what it means to "solve" a game 
in Part III). We have methods that are known to find the answer, but they will not run on modern 
computers in any reasonable amount of time. "Optimal" play does not even exist for multiplayer 
games, as we shall see. But this does not prevent us from doing two things: attempting to create 
strategies which share many of the same properties as optimal strategies and thereby play in a 
"near-optimal" fashion; and also to evaluate candidate strategies and find out how far away from 
optimal they are by maximally exploiting them. 
 
5) When playing [online, in a tournament, in high limit games, in low limit 
games...], you have to change your strategy completely to win. 
This misconception is part of a broader misunderstanding of the idea of a "strategy" - it is in fact 
true that in some of these situations, you must take different actions, particularly exploitively, in 
order to have success. But this is not because the games are fundamentally different; it is because 
the other players play differently and so your responses to their play take different forms. 
Consider for a moment a simple example. Suppose you arc dealt A9s on the button in a full ring 
holdem game. In a small-stakes limit holdem game, six players might limp to you, and you 
should raise. In a high limit game, it might be raised from middle position, and you would fold. 
In a tournament, it might be folded to you, and you would raise. These are entirely different 
actions, but the broader strategy is the same in all - choose the most profitable action. 
 
Throughout this book, we will discuss a wide variety of poker topics, but overall, our ideas could 
be distilled to one simple piece of play advice: Maximize average profit. This idea is at the heart 
of all our strategies, and this is the one thing that doesn’t change from game condition to game 
condition. 
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Psychological Aspects 
Poker authors, when faced with a difficult question, are fond of falling back on the old standby, 
"’It depends." - on the opponents, on one’s ’read’, and so on. And it is surely true that the most 
profitable action in many poker situations does in fact depend on one’s sense, whether intuitive 
or mathematical, of what the opponent holds (or what he can hold). But one thing that is often 
missing from the qualitative reasoning that accompanies "It depends," is a real answer or a 
methodology for arriving at an action. In reality, the answer does in fact depend on our 
assumptions, and the tendencies and tells of our opponents are certainly something about which 
reasonable people can disagree. But once we have characterized their play into assumptions, the 
methods of mathematics take over and intuition fails as a guide to proper play. 
 
Some may take our assertion that quantitative reasoning surpasses intuition as a guide to play as 
a claim that the psychological aspects of poker are without value. But we do not hold this view. 
The psychology of poker can be an absolutely invaluable tool for exploitive play, and the 
assumptions that drive the answers that our mathematical models can generate are often strongly 
psychological in nature. The methods by which we utilize the information that our intuition or 
people-reading skills give us is our concern here. In addition, we devote time to the question of 
what we ought to do when we are unable to obtain such information, and also in exposing some 
of the poor assumptions that often undermine the information-gathering efforts of intuition. With 
that said, we will generally, excepting a few specific sections, ignore physical tells and opponent 
profiling as being beyond the scope of this book and more adequately covered by other writers, 
particularly in the work of Mike Garo. 
 
About This Book 
We are practical people - we generally do not study poker for the intellectual challenge, although 
it turns out that there is a substantial amount of complexity and interest to the game. We study 
poker with mathematics because by doing so, we make more money. As a result, we are very 
focused on the practical application of our work, rather than on generating proofs or covering 
esoteric, improbable cases. This is not a mathematics textbook, but a primer on the application of 
mathematical techniques to poker and in how to turn the insights gained into increased profit at 
the table. 
Certainly, there are mathematical techniques that can be applied to poker that are difficult and 
complex. But we believe that most of the mathematics of poker is really not terribly difficult, and 
we have sought to make some topics that may seem difficult accessible to players without a very 
strong mathematical background. But on the other hand, it is math, and we fear that if you are 
afraid of equations and mathematical terminology, it will be somewhat difficult to follow some 
sections. But the vast majority of the book should be understandable to anyone who has 
completed high school algebra. We will occasionally refer to results or conclusions from more 
advanced math. In these cases, it is not of prime importance that you understand exactly the 
mathematical technique that was employed. The important element is the concept - it is very 
reasonable to just "take our word for it" in some cases. 
 
To help facilitate this, we have marked off the start and end of some portions of the text so that 
our less mathematical readers can skip more complex derivations. Just look for this icon for 
guidance, indicating these cases.  
 
In addition, 
 

Solution: 
 
Solutions to example problems are shown in shaded boxes. 
As we said, this book is not a mathematical textbook or a mathematical paper to be submitted to 
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a journal. The material here is not presented in the manner of formal proof, nor do we intend it to 
be taken as such. We justify our conclusions with mathematical arguments where necessary and 
with intuitive supplemental arguments where possible in order to attempt to make the principles 
of the mathematics of poker accessible to readers without a formal mathematical background, 
and we try not to be boring. The primary goal of our work here is not to solve game theory 
problems for the pure joy of doing so; it is to enhance our ability to win money at poker. 
 
This book is aimed at a wide range of players, from players with only a modest amount of 
experience to world-class players. If you have never played poker before, the best course of 
action is to put this book down, read some of the other books in print aimed at beginners, play 
some poker, learn some more, and then return after gaining additional experience. If you are a 
computer scientist or options trader who has recently taken up the game, then welcome. This 
book is for you. If you are one of a growing class of players who has read a few books, played 
for some time, and believe you are a solid, winning player, are interested in making the next 
steps but feel like the existing literature lacks insight that will help you to raise your game, then 
welcome. This book is also for you. If you are the holder of multiple World Series of Poker 
bracelets who plays regularly in the big game at the Bellagio, you too are welcome. There is 
likely a fair amount of material here that can help you as well. 
 
Organization 
 
The book is organized as follows: 
 
Part I: Basics, is an introduction to a number of general concepts that apply to all forms of 
gambling and other situations that include decision making under risk. We begin by introducing 
probability, a core concept that underlies all of poker. We then introduce the concept of a 
probability distribution, an important abstraction that allows us to effectively analyze situations 
with a large number of possible outcomes, each with unique and variable probabilities. Once we 
have a probability distribution, we can define expected value, which is the metric that we seek to 
maximize in poker. Additionally, we introduce a number of concepts from statistics that have 
specific, common, and useful applications in the field of poker, including one of the most 
powerful concepts in statistics, Bayes’ theorem. 
Part II: Exploitive Play, is the beginning of our analysis of poker. We introduce the concept of a 
toy game, which is a smaller, simpler game that we can solve in order to gain insight about 
analogous, more complicated games. We then consider examples of toy games in a number of 
situations. First we look at playing poker with the cards exposed and find that the play in many 
situations is quite obvious; at the same time, we find interesting situations with some counter-
intuitive properties that are helpful in understanding full games. Then we consider what many 
authors treat as the heart of poker, the situation where we play our single hand against a 
distribution of the opponent’s hands and attempt to exploit his strategy, or maximize our win 
against his play. This is the subject of the overwhelming majority of the poker literature. But we 
go further, to the (in our view) much more important case, where we are not only playing a 
single hand against the opponent, but playing an entire distribution of hands against his 
distribution of hands. It is this view of poker, we claim, that leads to truly strong play. 
 
Part III: Optimal Play, is the largest and most important part of this book. In this part, we 
introduce the branch of mathematics called game theory. Game theory allows us to find optimal 
strategies for simple games and to infer characteristics of optimal strategies for more 
complicated games even if we cannot solve them directly. We do work on many variations of the 
AKQ game, a simple toy game originally introduced to us in Card Player magazine by Mike 
Caro. We then spend a substantial amount of time introducing and solving [0,1] poker games, of 
the type introduced by John von Neumann and Oskar Morganstem in their seminal text on game 
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theory "Theory of Games and Economic Behavior (1944), but with substantially more 
complexity and relevance to real-life poker. We also explain and provide the optimal play 
solution to short-stack headsup no-limit holdem. 
 
Part IV: Bankroll and Risk includes material of interest on a very important topic to anyone who 
approaches poker seriously. We present the risk of ruin model, a method for estimating the 
chance of losing a fixed amount playing in a game with positive expectation but some variance. 
We then extend the risk of ruin model in a novel way to include the uncertainty surrounding any 
observation of win rate. We also address topics such as the Kelly criterion, choosing an 
appropriate game level, and the application of portfolio theory to the poker metagame. 
 
Part V: Other Topics includes material on other important topics, tournaments are the fastest-
growing and most visible form of poker today; we provide an explanation of concepts and 
models for calculating equity and making accurate decisions in the tournament environment. We 
consider the game theory of multiplayer games, an important and very complex branch of game 
theory, and show some reasons why the analysis of such games is so difficult. In this section we 
also articulate and explain our strategic philosophy of play, including our attempts to play 
optimally or at least pseudo- optimally as well as the situations in which we play exploitively. 
 
How This Book Is Different 
This book differs from other poker books in a number of ways. One of the most prominent is in 
its emphasis on quantitative methods and modeling. We believe that intuition is often a valuable 
tool for understanding what is happening. But at the same time, we eschew its use as a guide to 
what action to take. We also look for ways to identify situations where our intuition is often 
wrong, and attempt to retrain it in such situations in order to improve the quality of our reads and 
our overall play. For example, psychologists have identified that the human brain is quite poor at 
estimating probabilities, especially for situations that occur with low frequency. By creating 
alternate methods for estimating these probabilities, we can gain an advantage over our 
opponents. 
 
It is reasonable to look at each poker decision as a two-part process of gathering information and 
then synthesizing that information and choosing the right action. It is our contention that 
intuition has no place in the latter. Once we have a set of assumptions about the situation - how 
our opponent plays, what our cards are, the pot size, etc., then finding the right action is a simple 
matter of calculating expectation for the various options and choosing the option that maximizes 
this. 
 
The second major way in which this book differs from other poker books is in its emphasis on 
strategy, contrasted to an emphasis on decisions. Many poker books divide the hand into 
sections, such as "preflop play," "flop play," "turn play" etc. By doing this, however, they make 
it difficult to capture the way in which a player’s preflop, flop, turn, and river play are all 
intimately connected, and ultimately part of the same strategy. We try to look at hands and 
games in a much more organic fashion, where, as much as possible, the evaluation of expectation 
occurs not at each decision point but at the beginning of the hand, where a full strategy for the 
game is chosen. Unfortunately, holdem and other popular poker games are extraordinarily 
complex in this sense, and so we must sacrifice this sometimes due to computational 
infeasibility. But the idea of carrying a strategy forward through different betting rounds and 
being constantly aware of the potential hands we could hold at this point, which our fellow poker 
theorists Chris Ferguson and Paul R. Pudaite call "reading your own hand," is essential to our 
view of poker. 
 
A third way in which this book differs from much of the existing literature is that it is not a book 
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about how to play poker. It is a book about how to think about poker. We offer very little in 
terms of specific recommendations about how to play various games; instead this book is 
devoted to examining the issues that are of importance in determining a strategy. Instead of a 
roadmap to how to play poker optimally, we instead try to offer a roadmap to how to think about 
optimal poker. 
 
Our approach to studying poker, too, diverges from much of the existing literature. We often 
work on toy games, small, solvable games from which we hope to gain insight into larger, more 
complex games. In a sense, we look at toy games to examine dimensions of poker, and how they 
affect our strategy. How does the game change when we move from cards exposed to cards 
concealed? From games where players cannot fold to games where they can? From games where 
the first player always checks to games where both players can bet? From games with one street 
to games with two? We examine these situations by way of toy games - because toy games, 
unlike real poker, are solvable in practice - and attempt to gain insight into how we should 
approach the larger game. 
 
Our Goals 
It is our hope that our presentation of this material will provide at least two things; that it will aid 
you to play more strongly in your own poker endeavors and to think about situations in poker in 
a new light, and that it will serve as a jumping-off point toward the incredible amount of serious 
work that remains to be done in this field. Poker is in a critical stage of growth at this writing; the 
universe of poker players and the mainstream credibility of the game have never been larger. Yet 
it is still largely believed that intuition and experience are determining factors of the quality of 
play - just as in the bond and options markets in the early 1980s, trading was dominated by old-
time veterans who had both qualities in abundance. A decade later, the quantitative analysts had 
grasped control of the market, and style and intuition were on the decline. In the same way, even 
those poker players regarded as the strongest in the world make serious errors and deviations 
from optimal strategies. This is not an indictment of their play but a reminder that the distance 
between the play of the best players in the world and the best play possible is still large, and that 
therefore there is a large amount of profit available to those who can bridge that gap. 
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Part I: Basics  
 
�As  for as  the  laws of  mathematics  
refer to  reality,  they are not certain;  
as  for as  they are certain,  they do  
not refer to  reality.� 

 
 

Albert Einstein  
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Chapter 1 
Decisions Under Risk: Probability and Expectation 
 
There are as many different reasons for playing poker as there are players who play the game. 
Some play for social reasons, to feel part of a group or "one of the guys," some play for 
recreation, just to enjoy themselves. Many play for the enjoyment of competition. Still others -
lay to satisfy gambling addictions or to cover up other pain in their lives. One of the difficulties 
of taking a mathematical approach to these reasons is that it’s difficult to quantify the value of 
having fun or of a sense of belonging. 
 
In addition to some of the more nebulous and difficult to quantify reasons for playing poker, 
there may also be additional financial incentives not captured within the game itself. For 
example, the winner of the championship event of the World Series of Poker is virtually 
guaranteed to reap a windfall from endorsements, appearances, and so on, over and above the 
large first prize. 
 
There are other considerations for players at the poker table as well; perhaps losing an additional 
hand would be a significant psychological blow. While we may criticize this view as irrational, it 
must still factor into any exhaustive examination of the incentives to play poker. Even if we 
restrict our inquiry to monetary rewards, we find that preference for money is non-linear. For 
most people, winning five million dollars is worth much more (or has much more utility) than a 
50°/o chance of winning ten million; five million d ollars is life-changing money for most, and 
the marginal value of the additional five million is much smaller. 
 
In a broader sense, all of these issues are included in the utility theory branch of economics. 
Utility theorists seek to quantify the preferences of individuals and create a framework under 
which financial and non-financial incentives can be directly compared. In reality, it is utility that 
we seek to maximize when playing poker (or in fact, when doing any tiring). However, the use 
of utility theory as a basis for analysis presents a difficulty; each individual has his own utility 
curves and so general analysis becomes extremely difficult. 
 
In this book, we will therefore refrain from considering utility and instead use money won inside 
the game as a proxy for utility. In the bankroll theory section in Part IV, we will take an in-depth 
look at certain meta-game considerations, introduce such concepts as risk of ruin, the Kelly 
criterion, and certainty equivalent. All of these are measures of risk that have primarily to do 
with factors outside the game. Except when expressly stated, however, we will take as a premise 
that players are adequately bankrolled for the games they are playing in, and that their sole 
purpose is to maximize the money they will win by making the best decisions at every point. 
 
Maximizing total money won in poker requires that a player maximize the expected value of his 
decisions. However, before we can reasonably introduce this cornerstone concept, we must first 
spend some time discussing the concepts of probability that underlie it. The following material 
owes a great debt to Richard Epstein’s text The Theory of Gambling and Statistical Logic (1967), 
a valuable primer on probability and gambling. 
 
Probability 
Most of the decisions in poker take place under conditions where the outcome has not yet been 
determined. When the dealer deals out the hand at the outset, the players’ cards are unknown, at 
least until they are observed. Yet we still have some information about the contents of the other 
players’ hands. The game’s rules constrain the contents of their hands-while a player may hold 
the jack-ten of hearts, he cannot hold the ace-prince of billiard tables, for example. The 
composition of the deck of cards is set before starting and gives us information about the hands. 
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Consider a holdem hand. What is the chance that the hand contains two aces? You may know the 
answer already, but consider what the answer means. What if we dealt a million hands just like 
this? How many pairs of aces would there be? What if we dealt ten million? Over time and many 
trials, the ratio of pairs of aces to total hands dealt will converge on a particular number. We 
define probability as this number. Probability is the key to decision-making in poker as it 
provides a mathematical framework by which we can evaluate the likelihood of uncertain events. 
 
If n trials of an experiment (such as dealing out a holdem hand) produce no occurrences of an 
event x, we define the probability p of x occurring p{x) as follows: 
 ���� �� ������

��

�
         (1.1) 

 
Now it happens to be the case that the likelihood of a single holdem hand being a pair of aces is 
�

���� . We could, of course, deterrnine this by dealing out ten billion hands and observing the 
ratio of pairs of aces, to total hands dealt. Tins, however, would be a lengthy and difficult 
process, and we can do better by breaking the problem up into components. First we consider 
just one card. What is the probability that a single card is an ace? Even this problem can be 
broken down further - what is the probability that a single card is the ace of spades? 
 
This final question can be answered rather directly. We make the following assumptions: 
 

• There are fifty-two cards in a standard deck.  
• Each possible card is equally likely. 

 
Then the probability of any particular card being the one chosen is � ��� . If the chance of the card 
being the ace of spades is � ��� , what is the chance of the card being any ace? This is equivalent 
to the chance that the card is the ace of spades OR that it is the ace of hearts OR that it is the ace 
of diamonds OR that it is the ace of clubs. There are four aces in the deck, each with a �

���  
chance of being the card, and summing these probabilities, we have: ���� � ��� � �

�	
� 

 ���� � � �

�

� 

 
We can sum these probabilities directly because they are mutually exclusive; that is, no card can 
simultaneously be both the ace of spades and the ace of hearts. Note that the probability � ���  is 
exactly equal to the ratio (number of aces in the deck)/(number of cards total). This relationship 
holds just as well as the summing of the individual probabilities. 
 
Independent Events 
Some events, however, are not mutually exclusive. Consider for example, these two events: 
 

1. The card is a heart  
2. The card is an ace. 

 
If we try to figure out the probability that a single card is a heart OR that it is an ace, we find 
there are thirteen hearts in the deck out of fifty-cards, so the chance that the card is a heart is � �� . 
The chance that the card is an ace is, as before, �

��� . However, we cannot simply add these 
probabilities as before, because it is possible for a card to both be an ace and a heart. 
There are two types of relationships between events. The first type are events that have no effect 
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on each other. For example, the closing value of the NASDAQ stock index and the value of the 
dice on a particular roll at the craps table in a casino in Monaco that evening are basically 
unrelated events; neither one should impact the other in any way that is not negligible. If the 
probability of both events occurring equals the product of the individual probabilities, then the 
events are said to be independent. The probability that both A and B occur is called the joint 
probability of A and B. 
 
In this case, the joint probability of a card being both a heart and an ace is (� ��� � (� �� ), or � ��� . 

This is because the fact that the card is a heart does not affect the chance that it is an ace - all four 
suits have the same set of cards. 
 
Independent events are not mutually exclusive except when one of the events has probability 
zero. In this example, the total number of hearts in the deck is thirteen, and the total of aces in 
the deck is four. However, by adding these together, we are double-counting one single card (the 
ace of hearts). There are actually thirteen hearts and three other aces, or if you prefer, four aces, 
and twelve other hearts. It turns out that the general application of this concept is that the 
probability that at least one of two mutually non-exclusive events A and B will occur is the sum 
of the probabilities of A and B minus the joint probability of A and B. So the probability of the 
card being a heart or an ace is equal to the chance of it being a heart (� �� � plus the chance of it 
being an ace minus the chance of it being both (� ��� ), or �

��� . This is true for all events, 
independent or dependent. 
 
Dependent Events 
Some events, by contrast, do have impacts on each other. For example, before a baseball game, a 
certain talented pitcher might have a 3% chance of pitching nine innings and allowing no runs, 
while his team might have a 60% chance of winning the game. However, the chance of the 
pitcher’s team winning the game and him also pitching a shutout is obviously not 60% times 3%. 
Instead, it is very close to 3% itself, because the pitcher’s team will virtually always win the 
game when he accomplishes this. These events are called dependent. We can also consider the 
conditional probability of A given B, which is the chance that if B happens, A will also happen. 
The probability of A and B both occurring for dependent events is equal to the probability of A 
multiplied by the conditional probability of B given A. Events are independent if the conditional 
probability of A given B is equal to the probability of A alone. 
 
Summarizing these topics more formally, if we use the following notation:  
 ���� � �� = Probability of A or 8 occurring.  ���� 
 �� = Probability of A and B occurring. ������ = Conditional probability of A occurring given B has already occurred. 
 
The � and 
 notations are from set theory and formally represent "union" and "intersection." We 
prefer the more mundane terms "or" and "and." Likewise, � is the symbol for "given," so we 
pronounce these expressions as follows: 
 ���� � �� = �p of A or B� ���� 
 �� = �p of A and B� ������ = �p of A given B� 
 
Then for mutually exclusive events: ���� � �� � ���� � �����         (1.2) 
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For independent events: ���� 
 �� � ��������          (1.3)  
 
For all events: ���� � �� � ���� � ������ ���� 
 ���        (1.4) 
 
For dependent events: ���� 
 �� � ����������          (1.5) 
 
Equation 1.2 is simply a special case of Equation 1.4 for mutually exclusive events,  ���� 
 �� � �. Likewise, Equation 1.3 is a special case of Equation 1.5, as for independent 
events, ������ � ����. Additionally, if������� � ����., then ������ � ����. 
 
We can now return to the question at hand. How frequently will a single holdem hand dealt from 
a full deck contain two aces? There are two events here: 
 

• A: The first card is an ace.  
• B: The second card is an ace. 

 
p(A) = � ��� , and p(B) = � ��� �as well. However, these two events are dependent, if A occurs (the 
first card is an ace), then it is less likely that B will occur, as the cards are dealt without 
replacement. So ������ is the chance that the second card is an ace given that the first card is an 
ace. There are three aces remaining, and fifty-one possible cards, so ������ �� � ��	 , or � ��� 	 
 ���� 
 �� � ���������� ���� 
 �� ����

��	 ���
��	 � ���� 
 �� ��� ���	  

 
There are a number of other simple properties that we can mention about probabilities. First, the 
probability of any event is at least zero and no greater than one. Referring back to the definition 
of probability, n trials will never result in more than n occurrences of the event, and never less 
than zero occurrences. The probability of an event that is certain to occur is one. The probability 
of an event that never occurs is zero. Tire probability of an event’s complement -that is, the 
chance that an event does not occur, is simply one minus the event’s probability. 
 
Summarizing, if we use the following notation:  
 �
���� �� Probability that A does not occur. 
 
C = a certain event 
I = an impossible event 
 
Then we have: 
 
� � ���� � ��for any A         (1.6) 
p(C) = 1           (1.7) 
p(I) = 0           (1.8) ���� � �
���� � �          (1.9) 
 
Equation 1.9 can also be restarted as: ���� � � � �
����          (1.10) 
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We can solve many probability problems using these rules 
Some common questions of probability are simple, such as the chance of rolling double sixes on 
two dice, hi terms of probability, this can be stated using equation 1.3, since the die rolls are 
independent. Let p(A) be the probability of rolling a six on the first die and p(B) be the 
probability of rolling a six on the second die. Then: 
 ���� 
 �� � �������� ���� 
 �� ����


	 ���

	 � ���� 
 �� ��� �
	  

 
Likewise, using equation 1.2, the chance of a single player holding aces, kings, or queens 
becomes: 
 
p(AA) = � ����  

p(KK) = � ����  

p(QQ) = � ����  

p({AA, KK, QQ}) = p(AA) + p(KK) + p(QQ) �� �
���	  

 
Additionally we can solve more complex questions, such as:  
 
How likely is it that a suited hand will flop a flush? 
 
We hold two of the flush suit, leaving eleven in the deck. All three of the cards must be of the 
flush suit, meaning that we have A � the first card being a flush card, B � the second card 
being a flush card given that the first card is a flush card, and C= the third card being a flush card 
given than both of the first two are flush cards. 
 
p(A) = ��

���     (two cards removed from the deck in the player’s hand) 
 ������ �� ��

��	   (one flush card and three total cards removed) 
  ��
��� 
 ��� �� � �
	  (two flush cards and four total cards removed) 
 

Applying equation 1.5, we get: 
 ���� 
 �� � ���������� ���� 
 �� ����

��	 ����
��	 � ���� 
 �� ����

���	  

 

Letting D = (�� 
 �), we can use equation 1.5 again:  

 ���� 
 
� � ������
��� ���� 
 � 
 
� � ��� 
 ����
��� 
 ��� ���� 
 � 
 
� �� ���
���	 ���

�
	 � ���� 
 � 
 
� �� ��
����	   , or a little less than 1%. 

 

We can apply these rules to -virtually any situation, and throughout the text we will use these 
properties and rules to calculate probabilities for single events. 
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Probability Distributions 
Though single event probabilities are important, it is often the case that they are inadequate to 
fully analyze a situation. Instead, it is frequently important to consider many different 
probabilities at the same time. We can characterize the possible outcomes and their probabilities 
from an event as a probability distribution. 
 
Consider a fair coin flip. The coin flip has just two possible outcomes - each outcome is mutually 
exclusive and has a probability of � �� . We can create a probability distribution for the coin flip 
by taking each outcome and pairing it with its probability. So we have two pairs: (heads, � �� ) and 
(tails, � �� ). 
 
If C is the probability distribution of the result of a coin flip, then we can write this as: 
 
C = {(heads, � �� ), (tails, � �� )}  
 
Likewise, the probability distribution of the result of a fair six-sided die roll is: 
D = {(1,� 
� ), (2,� 
� ), (3,�� 
� ), (4,�� 
� ), (5,�� 
� ), (6,�� 
� )} 
 
We can construct a discrete probability distribution for any event by enumerating an exhaustive 
and mutually exclusive list of possible outcomes and pairing these outcomes with their 
corresponding probabilities. 
 
We can therefore create different probability distributions from the same physical event. From 
our die roll we could also create a second probability distribution, this one the distribution of the 
odd-or-evenness of the roll: 
 
D� = {(odd, � �� ), (even, � �� )} 
 
In poker, we are almost always very concerned with the contents of our opponents’ hands. But it 
is seldom possible to narrow down our estimate of these contents to a single pair of cards. 
Instead, we use a probability distribution to represent the hands he could possibly hold and the 
corresponding probabilities that he holds them. At the beginning of the hand, before anyone has 
looked at their cards, each player’s probability distribution of hands is identical. As the hand 
progresses, however, we can incorporate new information we gain through the play of the hand, 
the cards in our own hand, the cards on the board, and so on, to continually refine the probability 
estimates we have for each possible hand. 
 
Sometimes we can associate a numerical value with each element of a probability distribution. 
For example suppose that a friend offers to flip a fair coin with you. The winner will collect $10 
from the loser. Now the results of the coin flip follow the probability distribution we identified 
earlier: 
 
C = {(heads, � �� ), (tails, � �� )}  
 
Since we know the coin is fair, it doesn’t matter who calls the coin or what they call, so we can 
identify a second probability distribution that is the result of the bet: 
 
C� = {(win, � �� ), (lose, � �� )} 
 
We can then go further, and associate a numerical value with each result. If we win the flip, our 
friend pays us $10. If we lose the flip, then we pay him $10. So we have the following: 
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B = {(+$10, � �� ), (-$10, � �� )}  
 
When a probability distribution has numerical values associated with each of the possible 
outcomes, we can find the expected value (EV) of that distribution, which is the value of each 
outcome multiplied by its probability, all summed together. Throughout the text, we will use the 
notation <X> to denote "the expected value of X." For this example, we have: 
 
<B> = 
�

�	 ������� � 
�
�	 ������� 

<B> = $5 + (-$5) 
<B> = 0 
 
Hopefully this is intuitively obvious - if you flip a fair coin for some amount, half the time vou 
win and half the time you lose. The amounts are the same, so you break even on average. Also, 
the EV of declining your friend’s offer by not flipping at all is also zero, because no money 
changes hands. 
 
For a probability distribution P, where each of the n outcomes has a value ��  and a probability 
then �� then P�s expected value <P> is: 
 
� � �� � �����

���            (1.11) 
 
At the core of winning at poker or at any type of gambling is the idea of maximizing expected 
value. In this example, your friend has offered you a fair bet. On average, you are no better or 
worse off by flipping with him than you are by declining to flip. 
 
Now suppose your friend offers you a different, better deal. He’ll flip with you again, but when 
you win, he’ll pay you $11, while if he wins, you’ll only pay him $10. Again, the EV of not 
flipping is 0, but the EV of flipping is not zero any more. You’ll win $11 when you win but lose 
$10 when you lose. Your expected value of this new bet �� is: 
 
<��> = 
�

�	 �������� 
�
�	 ������� 

<��> = $0.50  
 
On average here, then, you will win fifty cents per flip. Of course, this is not a guaranteed win; in 
fact, it’s impossible for you to win 50 cents on any particular flip. It’s only in the aggregate that 
this expected value number exists. However, by doing this, you will average fifty cents better 
than declining. 
 
As another example, let’s say your same friend offers you the following deal. You’ll roll a pair of 
dice once, and if the dice come up double sixes, he’ll pay you $30, while if they come up any 
other number, you’ll pay him $1. Again, we can calculate the EV of this proposition. 
 
<��> = ���
��
�

�
	 �� �����
��
�
	 � 

<��> = $ ��
�
� � ��� ��

�
�    

<��> = -$ � �
� �   or about 14 cents. 
 
The value of this bet to you is about negative 14 cents. The EV of not playing is zero, so this is a 
bad bet and you shouldn’t take it. Tell your friend to go back to offering you 11-10 on coin flips. 
Notice that this exact bet is offered on craps layouts around the world. 
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A very important property of expected value is that it is additive. That is, the EV of six different 
bets in a row is the sum of the individual EVs of each bet individually. Most gambling games - 
most things in life, in fact, are just like this. We are continually offered little coin flips or dice 
rolls - some with positive expected value, others with negative expected value. Sometimes the 
event in question isn’t a die roll or a coin flip, but an insurance policy or a bond fund. The free 
drinks and neon lights of Las Vegas are financed by the summation of millions of little coin 
flips, on each of which the house has a tiny edge. A skillful poker player takes advantage of this 
additive property of expected value by constantly taking advantage of favorable EV situations. 
 
In using probability distributions to discuss poker, we often omit specific probabilities for each 
hand. When we do this, it means that the relative probabilities of those hands are unchanged 
from their probabilities at the beginning of the hand. Supposing that we have observed a very 
tight player raise and we know from our experience that he raises if and only if he holds aces, 
kings, queens, or ace-king, we might represent his distribution of hands as: 
 
H = {AA, KK, QQ, AKs, AKo} 
 
The omission of probabilities here simply implies that the relative probabilities of these hands 
are as they were when the cards were dealt. We can also use the <X> notation for situations 
where we have more than one distribution under examination. Suppose we are discussing a poker 
situation where two players A and B have hands taken from the following distributions: 
 
A = {AA, KK, QQ, JJ, AKo, AKs}  
B = {AA,KK,QQ} 
 
We have the following, then: 
 
< A, B >  : the expectation for playing the distribution A against the distribution B. 
< A, AA|B >    : the expectation for playing the distribution A against the hand AA 

 taken from the distribution B.  
<AA| A, AA|B > : the expectation for playing AA from A against AA from B. 
< A, B > = p(AA) < A, AA|B > +  p(KK) < A, KK|B > + p(QQ) < A,QO| B> ...and so on. 
 
Additionally, we can perform some basic arithmetic operations on the elements of a distribution. 
For example, if we multiply all the values of the outcomes of a distribution by a real constant, 
the expected value of the resulting distribution is equal to the expected value of the original 
distribution multiplied by the constant. Likewise, if we add a constant to each of the values of the 
outcomes of a distribution, the expected value of the resulting distribution is equal to the 
expected value of the original distribution plus the constant. 
 
We should also take a moment to describe a common method of expressing probabilities, odds. 
Odds are defined as the ratio of the probability of the event not happening to the probability of 
the event happening. These odds may be scaled to any convenient base and are commonly 
expressed as "7 to 5," "3 to 2," etc. Shorter odds are those where the event is more likely: longer 
odds are those where the event is less likely. Often, relative hand values might be expressed this 
way: "That hand is a 7 to 3 favorite over the other one," meaning that it has a 70% of winning, 
and so on. 
 
Odds are usually more awkward to use than probabilities in mathematical calculations because 
they cannot be easily multiplied by outcomes to yield expectation. True "gamblers" often use 
odds, because odds correspond to the ways in which they are paid out on their bets. Probability is 
more of a mathematical concept. Gamblers who utilize mathematics may use either, but often 
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prefer probabilities because of the ease of converting probabilities to expected value. 
 
Key Concepts 
 

• The probability of an outcome of an event is the ratio of that outcome’s occurrence over 
an arbitrarily large number of trials of that event. 

• A probability distribution is a pairing of a list of complete and mutually exclusive 
outcomes of an event with their corresponding probabilities. 

• The expected value of a valued probability distribution is the sum of the probabilities of 
the outcomes times their probabilities. 

• Expected value is additive. 
• If each outcome of a probability distribution is mapped to numerical values, the expected 

value of the distribution is the summation of the products of probabilities and outcomes. 
• A mathematical approach to poker is concerned primarily with the maximization of 

expected value. 
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Chapter 2 
Predicting the Future: Variance and Sample Outcomes 
 
Probability distributions that have values associated with the elements have two characteristics 
which, taken together, describe most of the behavior of the distribution for repeated trials. The 
first, described in the previous chapter, is expected value. The second is variance, a measure of 
the dispersion of the outcomes from the expectation. To characterize these two terms loosely, 
expected value measures how much you will win on average; variance measures how far your 
specific results may be from the expected value. 
 
When we consider variance, we are attempting to capture the range of outcomes that can be 
expected from a number of trials. In many fields, the range of outcomes is of particular concern 
on both sides of the mean. For example, in many manufacturing environments there is a band of 
acceptability and outcomes on either side of this band are undesirable. In poker, there is a 
tendency to characterize variance as a one-sided phenomenon, because most players are 
unconcerned with outcomes that result in winning much more than expectation. In fact, 
"variance" is often used as shorthand for negative swings. 
 
This view is somewhat practical, especially for professional players, but creates a tendency to 
ignore positive results and to therefore assume that these positive outcomes are more 
representative of the underlying distribution than they really are. One of the important goals of 
statistics is to find the probability of a certain measured outcome given a set of initial conditions, 
and also the inverse of this - inferring the initial conditions from the measured outcome. In 
poker, both of these are of considerable use. We refer to the underlying distribution of outcomes 
from a set of initial conditions as the population and the observed outcomes as the sample. In 
poker, we often cannot measure all the elements of the population, but must content ourselves 
with observing samples. 
 
Most statistics courses and texts provide material on probability as well as a whole slew of 
sampling methodologies, hypothesis tests, correlation coefficients, and so on. In analyzing poker 
we make heavy use of probability concepts and occasional use of other statistical methods. What 
follows is a quick-and-dirty overview of some statistical concepts that are useful in analyzing 
poker, especially in analyzing observed results. Much information deemed to be irrelevant is 
omitted from the following and we encourage you to consult statistics textbooks for more 
information on these topics. 
 
A commonly asked question in poker is "How often should I expect to have a winning session?" 
Rephrased, this question is "what is the chance that a particular sample taken from a population 
that consists of my sessions in a game will have an outcome > 0?" The most straightforward 
method of answering this question would be to examine the probability distribution of your 
sessions in that game and sum the probabilities of all those outcomes that are greater than zero. 
 
Unfortunately, we do not have access to that distribution - no matter how much data you have 
collected about your play in that game from the past, all you have is a sample. However, suppose 
that we know somehow your per-hand expectation and variance in the game, and we know how 
long the session you are concerned with is. Then we can use statistical methods to estimate the 
probability that you will have a winning session. The first of these items, expected value (which 
we can also call the mean of the distribution) is familiar by now; we discussed it in Chapter 1. 
 
Variance 
The second of these measures, variance, is a measure of the deviation of outcomes from the 
expectation of a distribution. Consider two bets, one where you are paid even money on a coin 
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flip, and one where you are paid 5 to 1 on a die roll, winning only when the die comes up 6. Both 
of these distributions have an EV of 0, but the die roll has significantly higher variance. � �
� �of 
the time, you get a payout that is 5 units away from the expectation, while � 
�  of the time you get 
a payout that is only 1 unit away from the expectation. To calculate variance, we first square the 
distances from the expected value, multiply them by the probability they occur, and sum the 
values. 
 
For a probability distribution P, where each of the n outcomes has a value xi and a probability pi, 
then the variance of P, Vp is: 
 �� � � ������� � �����

���           (2.1) 

 
Notice that because each term is squared and therefore positive, variance is always positive. 
Reconsidering our examples, the variance of the coinflip is: 
 
VC = (�� ��� )(1-0)2 +  (� ��� )(-1-0)2 

VC = 1 
 

While the variance of the die roll is: 
 
VD = (�� 
�	 )(-1-0)2 + (�� 
�� )(5-0)2 

VD = 5 
 
In poker, a loose-wild game will have much higher variance than a tight-passive game, because 
the outcomes will be further from the mean (pots you win will be larger, but the money lost in 
pots you lose will be greater). Style of play will also affect your variance; thin value bets and 
semi-bluff raises are examples of higher-variance plays that might increase variance, 
expectation, or both. On the other hand, loose-maniacal players may make plays that increase 
their variance while decreasing expectation. And playing too tightly may reduce both quantities. 
In Part IV, we will examine bankroll considerations and risk considerations and consider a 
framework by which variance can affect our utility value of money. Except for that part of the 
book, we will ignore variance as a decision-making criterion for poker decisions. In this way 
variance is for us only a descriptive statistic, not a prescriptive one (as expected value is). 
 
Variance gives us information about the expected distance from the mean of a distribution. The 
most important property of variance is that it is directly additive across trials, just as expectation 
is. So if you take the preceding dice bet twice, the variance of the two bets combined is twice as 
large, or 10. 
 
Expected value is measured in units of expectation per event; by contrast, variance is measured 
in units of expectation squared per event squared. Because of this, it is not easy to compare 
variance to expected value directly. If we are to compare these two quantities, we must take the 
square root of the variance, which is called the standard deviation. For our dice example, the 
standard deviation of one roll is �� �� 2.23. We often use the Greek letter a (sigma) to represent 
standard deviation, and by extension �� is often used to represent variance in addition to the 
previously utilized V. 
 � ����           (2.2) �� � �           (2.3) 
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The Normal Distribution 
When we take a single random result from a distribution, it has some value that is one of the 
possible outcomes of the underlying distribution. We call this a random variable. Suppose we 
flip a coin. The flip itself is a random variable. Suppose that we label the two outcomes 1 (heads) 
and 0 (tails). The result of the flip will then either be 1 (half the time) or 0 (half the time). If we 
take multiple coin flips and sum them up, we get a value that is the summation of the outcomes 
of the random variable (for example, heads), which we call a sample. The sample value, then, 
will be the number of heads we flip in whatever the size of the sample. 
 
For example, suppose we recorded the results of 100 coinflips as a single number - the total 
number of heads. The expected value of the sample will be 50, as each flip has an expected value 
of 0.5. 
 
The variance and standard deviation of a single flip are: 
 �� = (�� ��	 )(1 - � ��� )2  +  (� ��� )(0 -�� ��	 )2 ��= � ���  ��= � ���  
 
From the previous section, we know also that the variance of the flips is additive� 
 
So the variance of 100 flips is 25. 
 
Just as an individual flip has a standard deviation, a sample has a standard deviation as well. 
However, unlike variance, standard deviations are not additive. But there is a relationship 
between the two. 
 
For N trials, the variance will be: 
 ��	 � ��� �	 � ���           (2.4) 
 
The square root relationship of trials to standard deviation is an important result, because it 
shows us how standard deviation scales over multiple trials. If we flip a com once, it has a 
standard deviation of  � ��� . If we flip it 100 times, the standard deviation of a sample containing 
100 trials is not 50, but 5, the square root of 100 times the standard deviation of one flip. We can 
see, of course, that since the variance of 100 flips is 25, the standard deviation of 100 flips is 
simply the square root, 5. 
 
The distribution of outcomes of a sample is itself a probability distribution, and is called the 
sampling distribution. An important result from statistics, the Central Limit Theorem, describes 
the relationship between the sampling distribution and the underlying distribution. What the 
Central Limit Theorem says is that as the size of the sample increases, the distribution of the 
aggregated values of the samples converges on a special distribution called the normal 
distribution. 
 
The normal distribution is a bell-shaped curve where the peak, of the curve is at the population 
mean, and the tails asymptotically approach zero as the x-values go to negative or positive 
infinity. The curve is also scaled by the standard deviation of the population. The total area under 
the curve of the normal distribution (as with all probability distributions) is equal to 1, and the 
area under the curve on the interval [x1, x2] is equal to the probability that a particular result will 
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fall between x1 and x2. This area is marked region A in Figure 2.1. 
 

 
A little less formally, the Central Limit Theorem says that if you have some population and take 
a lot of big enough samples (how big depends on the type of data you’re looking at), the 
outcomes of the samples will follow a bell-shaped curve around the mean of the population with 
a variance that’s related to the variance of the underlying population. 
 
The equation of the normal distribution function of a distribution with mean � and standard 
deviation � is: 
 

���� �� �� �
�

���� �����
���	��

��� �        (2.5) 

 
Finding the area between two points under the normal distribution curve gives us the probability 
that the value of a sample with the corresponding mean and variance will fall between those two 
points. The normal distribution is symmetric about the mean, so � ���  of the total area is to the 
right of the mean, and �

��� is to the left. A usual method of calculating areas under the normal 
curve involves creating for each point something called a z-score, where � � �� � ����. This z-
score represents the number of standard deviations that the outcome x is away from the mean. 
 � � �� � ����          (2.6) 
 
We can then find something called the cumulative normal distribution for a z-score z, which is 
the area to the left of z under the curve (where the mean is zero and the standard deviation is 1). 
We call this function �(z). See Figure 2.2 
 
If z is a normalized z-score value, then the cumulative normal distribution function for z is: 
 

Figure 2.1. Std. Normal Dist, A = p(event between x, and 
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	��� �
�

��� � 	�


�� �


��

� �       (2.7) 

Finding the area between two values x1 and x2  is done by calculating the z-scores z1 and z2 for 
x1 and x2, finding the cumulative normal distribution values �(z1) and �(z2)  and subtracting 
them. 
 
If �(z) is the cumulative normal distribution function for a z-score of z, then the probability that 
a sample taken from a normal distribution function with mean µ  and standard deviation � will 
fall between two z-scores x1 and x2 is: 
 


 � 	 ����	
� � 
 	 ����	

� �        (2.8) 

 
Statisticians have created tables of �(z) values and spreadsheet programs can derive these values 
as well. Some key values are well known to students of statistics. The area between Z = -1 and Z 

= +1 is approximately 0.68; the area between z = -2 and z = +2 is approximately 0.955, and the 
area between z = -3 and Z= +3 is approximately 0.997. 
 
These values mean that the value of a sample from a normal distribution will fall: 
 
Between (� � �) and (� � �) of the mean 68% of the time. 
Between (� � 	�) and (� � 	�) of the mean 95.5% of the time. 
Between (� � 
�) and (� � 
�) of the mean 99.7% of the time. 
 
An example may help to make this clear. Let us modify the parameters of the die roll game we 
discussed before. A die is thrown, and the player loses 1 unit on 1-5, but wins 6 units on a roll of 

Figure 2.2, Cumulative normal distribution 
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6. We’ll call this new game D2. 
 
The expectation of the game is: 
 
< D2> = (�� 
�	 )(-1) + (�� 
�� )(6) 

< D2 > = �� 
�� units /trial 

 
When the player wins, he gains six units. Subtracting the mean value of �� 
��  from this outcome, 
we obtain: 
 
Vwin = (6 -�� 
�	 )2 

Vwin = (��

�� )2 

 

Likewise, when he loses he loses one unit. Subtracting the mean value of � 
�� from this, we have: 
 
Vlose = (-1 -�� 
�	 )2 

Vlose = (� �

�	 )2 

 
The variance of the game is: 
 
VD2 = p(win)(Vwin) + p(lose)(Vlose) 
VD2 = (�� 
�	 )(���


�� )2 + (�� 
�� )(-��� 
�� )2 

VD2 � ������units2/trial2 

 

Suppose we toss the die 200 times. What is the chance that the player will win overall in 200 
tosses? Win 40 units or more? Win 100 units or more? 
 
We can solve this problem using the techniques we have just summarized. We first calculate the 
standard deviation, sometimes called the standard error, of a sample of 200 trials. This will be: 
 � � �� � ������=2.61 units/trial 
 
Applying equation 2.4 we get:  
 �	 � ��� ��

 � 	����	�� � 
��������� �	����!�"�  
 
For 200 trials, the expected value, or mean (µ)  of this distribution is �


��  units/trial times 200 
trials or 33.33 units. Using Equation 2.6, we find the z-score of the point 0 as: 
 
zx = (x-µ)/ �  where x=0 
z0 = (0-33.33)/36.89 
z0 = -33.33/36.89 
z0 = -0.9035 
 
Consulting a probability table in a statistics textbook, we find that the probability that an 
observed outcome will lie to the left of this z-score, �(-0.9035) is 0.1831, Hence, there is an 
18.31% chance that the player will be behind after 200 trials. 
 
To find the chance of being 40 units ahead, we find that point’s z-score: 
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z40 = (40-33.33)/(36.89) = 0.1807 
�(0,1807) = 0,5717 
 
But �(0.1807) is the probability that the observed outcome lies to the left of 40 units, or that we 
lose at least 40 units. To find the probability that we are to the right of this value, or are ahead 40 
units, we must actually find 1 - �(0.1807). 
 
1 - �(0.1807)   = 1 - 0.5717 
   = 0.4283 
 
So there is a 42.83% chance of being ahead at least 40 units after 200 tosses. 
 
And similarly for 100 units ahead: 
 
z100 = (100-33.33)/(36.89) = 1.8070 
 
From a probability table we find that �(1.8070) = 0.9646. Thus, for: 
 
p = 1 - �(1.8070)  
p = 0.0354 
 
The probability of being 100 units ahead after 200 tosses is 3.54%. 
 
These values, however, are only approximations; the distribution of 200-roll samples is not quite 
normal. We can actually calculate these values directly with the aid of a computer. Doing this 
yields: 
 
 Direct Calculation Normal Approx 

Chance of being ahead after 200 trials: 81.96%  81.69% 
Chance of being ahead at least 40 units: 40.46%  42.83% 
Chance of being ahead at least 100 units:  4.44%  3,54% 
 
As you can see, these values have slight differences. Much of this is caused by the fact that the 
direct calculations have only a discrete amount of values. 200 trials of this game can result in 
outcomes of +38 and +45, but not +39 or +42, because there is only one outcome possible from 
winning, a +6. The normal approximation assumes that all values are possible. 
 
Using this method, we return to the question posed at the beginning of the chapter: "How often 
will I have a winning session?" To solve this problem, we need to know the player’s expectation 
per hand, his variance per hand and the size of his sessions. Consider a player whose win rate in 
some particular game is approximately 0.015 bets per hand, and whose standard deviation over 
the same interval is 2 bets per hand. Assume this player plans to play sessions of 300 hands 
(these would be roughly nine-hour sessions in live poker; perhaps only two to three hours 
online). How often should this player expect to win (have a result greater than 0) in a session? 
 
First we can calculate the expected value of a sample, µ N : 
 
µ N = Nµ 
µ N = (300)(0.015)  
µ N = 4.5 
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Second, we calculate his standard deviation for a 300-hand session. 
 
�N = ��� 
�300 = �	���
��� 
�300 =34.6 
 
Next, we find the z-score and �(z) for this value: 
 
zx = (x-µ N)/� 
z0 = (0 - 4.5)/34.6 
z0 = -0.1299  
 
From a probability table we find: 
 
�(-0.1299) =44.83%  
p = 1 � �(-0.1299) 
p = l- 0.4483 
p = 0.55171 
 
This indicates that the player has a result of 0 or less 44.83% of the time - or correspondingly has 
a winning session 55.17% of the time. In reality, players may change their playing habits in order 
to produce more winning sessions for psychological reasons, and in reality "win rate" fluctuates 
significantly based on game conditions and for other reasons. But a player who simply plays 300 
hands at a time with the above performance metrics should expect to be above zero just over 
55% of the time. 
 
A more extreme example: A player once told one of the authors that he had kept a spreadsheet 
where he marked down every AQ vs. AK all-in preflop confrontation that he saw online over a 
period of months and that after 2,000 instances, they were running about 50-50. 
 
How likely is this, assuming the site’s cards were fair and we have no additional information 
based on the hands that were folded? 
 
Fust, let’s consider the variance or standard deviation of a single confrontation. 
 
AK vs. AQ is about 73.5% all-in preflop (including all suitedness combinations). Let’s assign a 
result of 1 to AK winning and 0 to AQ winning. Then our mean is 0.735. Calculating the 
variance of a single confrontation: 
 
V = (0.735) (1- 0.735)2 + (0.265)(0- 0.735)2 

V = 0.1948 
� = 0.4413 
 
The mean of 2,000 hands is: 
 
µ N = Nµ 
µ N = (2000)(0.735)  
µ N = 1470 
 
For a sample of 2,000 hands, using Equation 2.4, the standard deviation is:  
 
 �N = ��� 
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�2000 = ������
���	���� 
�2000 =19.737 
 
The result reported here was approximately 50% of 2000, or 1000, while the sample mean would 
be about 1470 out of 2000. We can find the z-score using Equation 2.6: 
 
zx = (x-µ N)/� 
z1000 = (1000-1470)/(19.737)  
z1000 = -23.815 
 
The result reported in this case was 1000 out of 2000, while the expected population mean would 
be 1470 out of 2000. This result is then about 23.815 standard deviations away from the mean. 
Values this small are not very easy to evaluate because they are so small - in fact, my 
spreadsheet program calculates �(-23.815) to equal exactly zero. Suffice it to say that this is a 
staggeringly low probability. 
 
What’s likely is that in fact, this player was cither exaggerating, outright lying, or perhaps made 
the common mistake of forgetting to notice when AK beat AQ, because that is the "expected" 
result. This is related to a psychological effect known as "perception bias" - we tend to notice 
things that are out of the ordinary while failing to notice things that are expected. Or perhaps the 
online site was in fact "rigged." When this example was posed to a mailing list, the reaction of 
some participants was to point to the high variance of poker and assert that a wide range of 
outcomes is possible in 2000 hands. However, this confuses the altogether different issue of 
win/loss outcomes in 2000 poker hands (which docs have quite high variance) with the outcome 
of a single poker hand (which has far less). The variance of a single hand in terms of big bets in 
most forms of poker is much higher than the variance of the winner of an all-in preflop 
confrontation. One lesson of this example is not to confuse the high variance of poker hand 
dollar outcomes with the comparatively low variance of other types of distributions. 
 
When we play poker, many random events happen. We and the other players at the table are 
dealt random cards taken from a distribution that includes all two-card combinations. There is 
some betting, and often some opportunity to either change our cards, or to have the value of our 
hand change by the dealing of additional cards, and so on. Each hand results in some outcome 
for us. whether it is whining a big pot, stealing the blinds, losing a bet or two, or losing a large 
pot. This outcome is subject to all the smaller random events that occur within the hand, as well 
as events that are not so random - perhaps we get a tell on an opponent that enables us to win a 
pot we would not otherwise have, or save a bet when we are beaten. Nevertheless, the power of 
the Central Limit Theorem is that outcomes of individual hands function approximately as 
though they were random variables selected from our "hand outcomes" distribution. And 
likewise, outcomes of sessions, and weeks, and months, and our whole poker career, behave as 
though they were appropriately-sized samples taken from this distribution. 
 
The square root relationship of trials to standard deviation makes this particularly useful, because 
as the number of trials increases, the probability that our results will be far away from our 
expected value in relative terms decreases. 
 
Assume we have a player whose distribution of hand outcomes at a particular limit has a mean of 
S75 per 100 hands, with a variance of $6,400 per hand. If we sample different numbers of hands 
from this player’s distribution, we can see how the size of the sample impacts the dispersion of 
the results. We know that the probability that this player’s results for a given sample will be 
between the mean minus two standard deviations and the mean plus two standard deviations is 
95.5%. We will identify for each sample size: 
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• The mean µ N 
• The standard deviation � 
• The two endpoints of the 95.5% probability interval. 

 

Hands 
µ N 

 
� Lower endpoint Higher endpoint 

100 $75 $800.00 ($1,525.00) $1,675.00 
500 $375.00 $1,788.85 ($3,202.71) $3,952.71 

1,000  $750.00 $2,529.82 ($4,309.64) $5,809.64 
5,000  $3,750.00 $5,656.85 ($7,563.71) $15,063.71 

25,000 $18,750.00 $12,649.11 ($6,548.22) $44,048.22 
50,000 $37500.00 $17888.54 $1,722.91 $73,277.09 

100,000  $75,000.00 $25,298.22 $24,403.56 $125,596.44 
1,000,000  $750,000.00 $80,000.00 $590.000.00 $910,000.00 

 
As you can see, for smaller numbers of hands, outcomes vary widely between losses and wins. 
However, as the size of the sample grows, the relative closeness of the sample result becomes 
larger and larger - although its absolute magnitude continues to grow. Comparing the standard 
deviation of one million hands to the standard deviation for one hundred hands, the size of a 
standard deviation is a hundred times as large in absolute terms, but more than a hundred times 
smaller relative to the number of hands. This is the law of large numbers at work; the larger the 
sample, the closer on a relative basis the outcomes of the sample will be. 
 
Key Concepts 

• Variance, the weighted sum of the squares of the distance from the mean of the outcomes 
of a distribution, is a valuable measurement of dispersion from the mean. 

• To compare variance to expected value, we often use its square root, standard deviation. 
• Variance is additive across trials. This gives rise to the square root relationship between 

the standard deviation of a sample of multiple trials and the standard deviation of one 
trial. 

• The Central Limit Theorem tells us that as the size of a sample increases, the distribution 
of the samples behaves more and more like a normal distribution. This allows us to 
approximate complex distributions by using the normal distribution and to understand the 
behavior of multiple-trial samples taken from a known distribution. 
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Chapter 3 
Using All the Information: 
Estimating Parameters and Bayes’ Theorem 
 
In the last chapter, we described some statistical properties of valued probability distributions, as 
well as the relationship of samples taken from those distributions to the normal distribution. 
However, throughout the chapter, we simply assumed in examining the sampling distribution 
that we knew the parameters of the underlying distribution. But in real life, we often don’t know 
these things. Even for simple things such as coin flips, the "true" distribution of outcomes is that 
the coin is very slightly biased in one direction or the other. A die has tiny imperfections in its 
surface or composition that make it more likely to land on one side or another. However, these 
effects are usually small, and so using the "theoretical" coin which is truly 50-50 is a reasonable 
approximation for our purposes. Likewise, we generally assume for the purposes of poker 
analysis that the deck is fair and each card is random until it is observed. 
 
We can mitigate real-world difficulties with distributions that we can reasonably approximate 
(such as coin flips or die rolls). Other types of distributions, however, pose much more difficult 
problems. In analyzing poker results, we are often interested in a distribution we discussed in the 
last chapter - per hand won/loss amounts. When playing in a casino, it would be quite difficult 
and time-consuming to record the results of every hand - not to mention it might draw unwanted 
attention. The process is somewhat easier online, as downloadable hand histories and software 
tools can automate the process. But even if we have all this data, it’s just a sample. For poker 
hands, the probabilities of the underlying distribution won’t be reflected in the observed data 
unless you have a really large amount of data. 
 
We can get around this to some extent by using the subject matter of the last chapter. Suppose 
that we could get the mean and variance of our hand outcome distribution. Then we could find 
the sampling distribution and predict the aggregate outcomes from playing different numbers of 
hands. We can’t predict the actual outcome of a particular future sample, but we can predict the 
distribution of outcomes that will occur. 
 
Now the problem is to try to infer the population mean and variance from the sample mean and 
variance. We will examine two approaches to this process. The first is the approach of classical 
statistics, and the second is an approach that utilizes the primary topic of this chapter, Bayes’ 
theorem. The first approach takes as one of its assumptions that we have no information other 
than the sample about the likelihood of any particular win rate. The second approach postulates a 
distribution of win rates that exists outside of our particular sample that can be used to refine our 
estimates of mean and variance for the population distribution. 
 
Estimating Parameters: Classical Statistics 
Suppose that we have a player who has played a total of 16,900 hands of limit poker. 
Normalizing his results to big bets (BB) in order to account for different limits he has played, he 
has achieved a win rate of # = 1.15 BB/100 hands with a standard deviation of s = 2.1 BB/hand. 
Here instead of µ  and �, which represent population parameters, we use # and s, which are 
sample parameters. Assuming that he plans to continue to play in a similar mix of games with 
similar lineups of players, what can we say about his "true" win rate µ  in the games he has 
played? We assume in this section that we have no other information about the likelihood of 
various win rates that might be possible; all win rates from -1 BB/hand to +1BB/hand are 
deemed to be equally probable. 
 
First of all, it’s important to note that we only have a sample to work with. As a result, there will 
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be uncertainty surrounding the value of his win rate. However, we know that the sampling 
distribution of 16,900 hands of limit poker will be approximately normal because of the Central 
Limit Theorem. The observed standard deviation s = 2.1 BB/h is a reasonable estimate of the 
standard deviation of the population, particularly because the sample is relatively large. We can 
use these facts to obtain the maximum likelihood estimate of the population mean. 
 
Consider all possible win rates. For each of these win rates, there will be a corresponding 
sampling distribution, a normal curve with a mean of µ  and a standard deviation �N. The peak of 
each of these normal curves will be at x = µ, and all the other points will be lower. Now suppose 
that we assume for a moment that the population mean is in fact some particular µ .  The height of 
the curve at x = � will be associated with the probability that the observed rumple mean would 
have been the result of the sample. We can find this value for all possible values of µ . Since all 
these normal curves have the same standard deviation �N, they will all be identical, but shifted 
along the X-axis, as in Figure 3.1. 

 
Since the peak of the curve is the highest point, and the observed value � is the peak when µ = �, 
this means that � � 1.15 BB/l00h is the maximum likelihood estimate of the mean of the 
distribution. This may seem intuitive, but we will see when we consider a different approach to 
this problem that the maximum likelihood estimate does not always have to equal the sample 
mean, if we incorporate additional information. 
 
Knowing that the single win rate that is most likely given the sample is the sample mean is a 
useful piece of data, but it doesn’t help much with the uncertainty. After all, our hypothetical 
player might have gotten lucky or unlucky. We can calculate the standard deviation of a sample 
of 16,900 hands and we can do some what-if analysis about possible win rates. 
 
Suppose we have a sample N that consists of 16,900 hands taken from an underlying distribution 
with a mean, or win rate, of 1.15 BB/l00h and a standard deviation of 2.1 BB/h. 
  
Then, using equation 2.4: 

Figure 3.1, Shifted normal distributions (labeled points atx=1.15) 
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�N = �
� 
�16,900 = �	������$�����%����&"�’ � 
�16,900 =273 BB, so 
�N /100h=273/169�� ���� 
 
The standard deviation of a sample of this size is greater than the win rate itself. Suppose that we 
knew that the parameters of the underlying distribution were the same as the observed ones. If 
we took another sample of 16,900 hands, 32% of the time, the observed  outcome of the 16,900 
hand sample would be lower than -0.46 BB/100 or higher than 2.76 BB/100. 
 
This is a little troubling. How can we be confident in the idea that the sample represents the true 
population mean, when even if that were the case, another sample would be outside of even 
those fairly wide bounds 32% of the time? And what if the true population mean were actually, 
say, zero? Then 1.15 would fall nicely into the one-sigma Interval. In fact, it seems like we can’t 
tell the difference very clearly based on this sample between a win rate of zero and a win rate of 
1.15 BB/100. 
 
What we can do to help to capture this uncertainty is create a confidence interval. To create a 
confidence interval, we must first decide on a level of tolerance. Because we’re dealing with 
statistical processes, we can’t simply say that the probability that the population mean has some 
certain value is zero - we might have gotten extremely lucky or extremely unlucky. However, we 
can choose what is called a significance level. This is a probability value that represents our 
tolerance for error, Then the confidence interval is the answer to the question, "What are all the 
population mean values such that the probability of the observed outcome occurring is less than 
the chosen significance level?" 
 
Suppose that for our observed player, we choose a significance level of 95%. Then we can find a 
confidence level for our player. If our population mean is µ , then a sample of this size taken from 
this population will be between (µ  -2�) and (µ  +2�) 95% of the time. So we can find all the 
values of µ  such that the observed value � = 1.15 is between these two boundaries. 
 
As we calculated above, the standard deviation of a sample of 16,900 hands is 1.61 units/100 
hands: 
 
�N = �
� 
� = �	���((�&�����%����� 
� =273 BB per 16,900 hands 
� /100h=273 BB/169 = 1.61 
 
So as long as the population mean satisfies the following two equations, it will be within the 
confidence interval: 
 �� � 	�� � ���� �� � 	�� � ���� �� � 	�� � ���� � � �	������� � ���� � < 4.37 �� � 	�� � ���� � � �	������� � ���� 
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� > -2.07 
So a 95% confidence interval for this player’s win rate (based on the 16,900 hand sample he 
has collected) is [-2.07 BB/100, 4.37 BB/100]. 
 
This does not mean that his true rate is 95% likely to lie on this interval. This is a common 
misunderstanding of the definition of confidence intervals. The confidence interval is all 
values that, if they were the true rate, then the observed rate would be inside the range of 
values that would occur 95% of the time. Classical statistics doesn’t make probability estimates 
of parameter values - in fact, the classical view is that the true win rate is either in the interval 
or it isn’t, because it is not the result of a random event. No amount of sampling can make us 
sure or unsure as to what the parameter value is. Instead, we can only make claims about the 
likelihood or unlikelihood that we would have observed particular outcomes if a parameter had a 
particular value. 
 
The maximum likelihood estimate and a confidence interval are useful tools for evaluating what 
information we can gain from a sample. In this case, even though a rate of 1.15 BB/100 might 
look reasonable, concluding that this rate is close to the true one is a bit premature. The 
confidence interval can give us an idea of how wide the range of possible population rates might 
be. However, if pressed, the best single estimate of the overall win rate is the maximum 
likelihood estimate, which is the sample mean of 1.15 BB/100 in this case. 
 
To this point, we have assumed that we had no information about the likelihood of different win 
rates - that is, that our experimental evidence was the only source of data about what win  rate a 
player might have. But in truth, some win rates are likelier than others, even before we take a 
measurement. Suppose that you played, say, 5,000 hands of casino poker and in those hands you 
won 500 big bets, a rate of 10 big bets per 100 hands. In this case, the maximum likelihood 
estimate from the last section would be that your win rate was exactly that -10 big bets per 100 
hands, 
 
But we do have other information. We have a fairly large amount of evidence, both anecdotal 
and culled from hand history databases and the like that indicates that among players who play a 
statistically significant number of hands, the highest win rates are near 3-4 BB/100. Even the few 
outliers who have win rates higher than this do not approach a rate of 10 BB/100. Since this is 
information that we have before we even start measuring anything, we call it a priori 
information. 
 
In fact, if we just consider any particular player we measure to be randomly selected from the 
universe of all poker players, there is a probability distribution associated with his win rate. We 
don’t know the precise shape of this distribution, of course, because we lack observed evidence 
of the entire universe of poker players. However, if we can make correct assumptions about the 
underlying a priori distribution of win rates, we can make better estimates of the parameters 
based on the observed evidence by combining the two sets of evidence. 
 
Bayes’ theorem 
In Chapter 2, we stated the basic principle of probability (equation 1.5). 
 ���� 
 �� � ����������   
 
In this form, this equation allows us to calculate the joint probability of A and B from the 
probability of A and the conditional probability of B given A. However, in poker, we are often 
most concerned with calculating the conditional probability of B given that A has already-
occurred - for example, we know the cards in our own hand (A), and now we want to know how 
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this information affects the cards in our opponents hand (B). What we are looking for is the 
conditional probability of B given A. 
 
So we can reorganize equation 1.5 to create a formula for conditional probability.  
 
This is the equation we will refer to as Bayes’ theorem: 
 


����� �
��
���

��
�
          (3.1) 

 
Recall that we defined � as the complement of B in Chapter 1; that is: 
 
p(� )= 1- p(B) 
p(B) + p(�) = l 
 
We already have the definitions: 
 ���� 
 �� � ���������� 
 
Since we know that B and � sum to 1, p(A) can be expressed as the probability of A given B 
when B occurs, plus the probability of A given B when B occurs. 
 
So we can restate equation 3.1 as: 
 


����� �
��
�������

��
����������
�������
         (3.2) 

 
In poker, Bayes’ theorem allows us to refine our judgments about probabilities based on new 
information that we observe. In fact, strong players use Bayes’ theorem constantly as new 
information appears to continually refine their probability assessments; the process of Bayesian 
inference is at the heart of reading hands and exploitive play, as we shall see in Part II. 
 
A classic example of Bayes’ theorem comes from the medical profession. Suppose that we have a 
screening process for a particular condition. If an individual with the condition is screened, the 
screening process properly identifies the condition 80% of the time. If an individual without the 
condition is screened, the screening process improperly identifies him as having the condition 
10% of the time. 5% of the population (on average) has the condition. 
 
Suppose, then, that a person selected randomly from the population is screened, and the 
screening returns a positive result. What is the probability that this person has the condition 
(absent further screening or diagnosis)? 
 
If you answered "about or a little less than 80%," you were wrong, but not alone. Studies of 
doctors’ responses to questions such as these have shown a perhaps frightening lack of 
understanding of Bayesian concepts. 
 
We can use Bayes’ theorem to find the answer to this problem as follows:  
A = the screening process returns a positive result.  
B = the patient has the condition. 
 
Then we are looking for the probability �������and the following are true:  ������) = 0.8 
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(if the patient has the condition, the screening will be positive 80% of the time)  �
���� = 0.1 
 
(if the patient doesn’t have the condition, the result will be positive 10% of the time) 
p(B) = 0.05     (5% of all people have the condition) 
p[�) = 0.95     (95% of all people don’t have the condition) 
 
And using Equation 3.2, we have:  
 ������ � ��������������������� �
�����
�� 
 ������ � ���������������������� � ����������� 
 ������ �� 29.63% 
 
As you can see, the probability that a patient with a positive screening result actually has the 
condition is much lower than the 80% "accuracy" the test has in identifying the condition in 
someone who has it. Testing with this screening process would need to be followed up by 
additional testing to confirm the presence of the condition. 
 
But rather than just plugging into an equation, let’s discuss what’s happening here by considering 
a population of 100,000 people, all of whom are tested using this screening process. 
 
Of these 100,000 people: 
5,000 actually have the condition.  (5% of the population) 
95,000 actually do not have the condition. (95% of the population) 
 
Of the 5,000 who have the condition: 
4,000 will test positive. (80% of those with the condition) 
1,000 will test negative. (20% false negatives) 
 
Of the 95,000 who have the condition: 
9,500 will test positive. (10% false positives) 
85,500 will test negative. (90% of those without the condition) 
 
Now our question was: given that a person has tested positive, how likely are they to have the 
condition? Out of our 100,000 tested individuals, a total of 13,500 tested positive. Of those, only 
4,000 actually have the condition. 
 ������= 4,000/13,500  ������ � 29.6% 
 
Additionally, we can see that by increasing the accuracy of the test, either by making it more 
accurate in identifying the condition in those who have it, or in producing fewer false positive 
identifications of the condition in those who do not, we can increase the conditional probability 
that someone who tests positive has the condition. Note that this does not increase the chance 
that somebody actually has the condition - we would not want to increase that! - but rather 
decreases the number of people who incorrectly test positive, and potentially have to incur the 
stress of incorrectly believing they have a condition. 
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Suppose that we increase the effectiveness of the test to always identify those who have the 
condition, while the false positive rate remains the same. Then, using Bayes’ theorem: 
 ������ � ��������������������� �
�����
�� 
 ������ � ������������������ � ����������� 

 ������ �� 34.5% 
 
Likewise, if we hold the 80% identification rate constant and drop the rate of false positives from 
10% to 6%, we obtain: 
 ������ � ���������������������� � ������������ 
 ������ �� 41.2% 
 
The key to the application of Bayes’ theorem is the existence of a prior probability and obtaining 
new information. In the above example, we began with a prior probability that our patient had 
the condition of 5%. After the screening, the positive result was new information that allowed us 
to revise the probability for the patient - in this case upward. This process is called Bayesian 
inference and is critical to successful poker play. 
 
There are countless ways in which Bayesian inference can be used; in fact, many players employ 
this process unconsciously all the time. Consider a situation in a tournament when a player is at a 
table that breaks very early on. He is moved to a new table where the player on his right has 
already amassed a stack seven times as large as the starting stacks, while most of the other 
players in the tournament are still near their starting stacks. Most players would conclude that 
two scenarios are likely: the player with the huge stack is either an extremely loose and 
aggressive player or he happens to simply be an ordinary player who got extremely lucky. The 
natural inclination to believe that he is more likely to be loose and aggressive than very lucky is 
a direct consequence of Bayes’ theorem, whether the player from the broken table is aware of this 
concept or not. 
 
We can quantify this effect using the formal version of Bayes’ theorem, and this can lead us to 
making stronger plays even without solid information. Consider the following common situation: 
 
A new player sits down in the game. Using all the observational information available to us, 
which might include stereotyping the player’s ethnicity, gender, manner, wardrobe, personal 
appearance, and so on, we conclude that he is 10% likely to be a "maniac" who will raise 80% of 
his hands from the cutoff and 90% likely to be a tight player who will raise 10% of his hands 
from that seat. On the first hand he plays, he raises from the cutoff. (Assume there is no posting.) 
Now what is the probability- that he is a maniac? 
 
We can use Bayes’ theorem to solve this problem, but we invite you to estimate this probability 
before continuing. We believe that testing intuition is one of the best ways to refine our ability to 
estimate accurately, a skill chat is invaluable not only in poker but in life. 
 
A = The opponent will raise the first hand he plays from the cutoff. 
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B= The opponent is a maniac. 
 ������� = 0.8   (if the player is a maniac, he will raise 80% of the time) �
���� = 0.1   (if the player is not a maniac, he will raise 10% of the time) 
p(B) = 0.1   (10% of the time, he is a maniac a priori)  
p(�)= 0.9   (90% of the time, he is not a maniac a priori) 
 
Applying Bayer�s theorem again: 
 ������ � ��������������������� �
�����
�� 
 ������ � �������������������� � ���������� 
 ������ �� 47.1% 
 
So simply by observing this player raising the first hand, we can adjust the probability of this 
slayer being a maniac from just 10% to 47% immediately. If the player raises the first two hands 
(assuming the same inference for the seat next to the cutoff], this probability moves to nearly 
87%! Of course, these probabilities are subject to the accuracy of our original assumptions - in 
reality, there are not just two types of players, and our probability estimates are probably not so 
crisp about what type of player he is. 
 
One tendency among players is to delay characterizing and adjusting to a player’s play until 
gaining a little more information, by observing some hands or the like. But this view is overly 
passive in our view; maximizing EV means taking advantage of all the information we have at 
our disposal and not necessarily waiting for confirmation that the information is reliable before 
trying to take advantage of it. The error that these players are making is that they- do not realize 
the power of the information they have gained. It is worth noting that many players, even players 
who do not play well often make this adjustment, or a similar one, intuitively. But beware! This 
adjustment is open to exploitation by players who will sit down in a game and play very 
differently from their usual style in an attempt to induce significant adjustments by players in the 
game. 
 
Strong players use Bayes’ theorem constantly as new information appears to continually refine 
their probability assessments; the process of Bayesian inference is at the heart of reading hands 
and exploitive play, as we shall see in Part II. But even away from the table, Bayes’ theorem can 
allow us to make more informed conclusions about data. To see an example of this, we return to 
the topic of win rates. 
 
Estimating Parameters: Bayesian Statistics 
Recall earlier in this chapter we discussed a player who had played a total of 16,900 hands of 
limit poker with the following observed statistics:  
Win rate of � = 1.15 BB/100 hands  
Standard deviation of s = 2.1 BB/hand. 
 
We were concerned with some of the statements that we could make about his "true" win rate 
based on these observations. Using methods from classical statistics, we found that his maximum 
likelihood estimator for win rate was 1.15 BB/100 hands and his 95% confidence interval was [-
2.07 BB/100, 4.37 BB/100]. These statements relied on an assumption that we had no additional 
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information about the distribution of this player’s win rates. 
 
However, suppose that we guess at a distribution of win rates and try to apply Bayes’ theorem to 
the distribution of win rates and this player’s results in order to produce a more accurate estimate. 
To do this, we must first hypothesize an overall distribution of win rates for this player. Let’s 
assume that he is pulled randomly from the population of regular poker players. What is the 
shape of this distribution, which is called a prior probability distribution? 
 
It’s pretty unclear at a glance what this distribution looks like - after all, we do not have access to 
the results and records of the broad population. But we can simplify and estimate, hoping that 
our distribution of win rates will be close enough to the truth that we can gain from incorporating 
it into our estimates. Assuming that our player plays some mixture of lower mid-limit games 
such as $10-$20 to $30- $60, we can estimate the total rake paid by the game as about $3-$4 per 
hand, or perhaps 0.1 BB/h. Dividing this amongst all the players approximately equally, we 
obtain a net rake effect on everyone’s win rate of about 0.01 BB/h, or 1 BB/100. 
 
The mean of the distribution of all players’ win rates, then, is equal to this value, as this is the net 
flow of money out of the game. Suppose that we have a roughly normal distribution of win rates, 
let’s just estimate a standard deviation (of win rates) of about 0.015 BB/h. This would lead to a 
population where 68% of players have a rate between -2.5 BB/100 and +0.5 BB/100 and where 
95% of players would have a rate between -4 bb/100 and +2 BB/100. This might square with 
your intuition - if not, these numbers can be tweaked to reflect different assumptions without 
changing the underlying process. 
 
To simplify the computation, instead of using the continuous normal distribution, we will create 
a discrete distribution that roughly mirrors our assumptions. We assume that the underlying 
distribution of all poker players is as follows: 
 
Win Rate % of players with this 

win rate 

-5 BB/100 0.25% 
-4 BB/100 2% 
-3 BB/100 8% 
-2 BB/100 20% 
-1 BB/100 39.5% 
0 BB/100 20% 

+1 BB/100 8% 
+2 BB/100 2% 

+3 BB/100 0.25% 
 
Now that we have an a priori distribution of win rates, we can apply Bayes’ theorem to this 
problem. For each win rate, we calculate: 
A = the chance of a win rate of 1.15 being observed. 
B = the chance that this particular win rate is the true one (a priori). 
 
We cannot directly find the probability of a particular win rate being observed (because the 
normal is a continuous distribution). We will instead substitute the probability of a win rate 
between 1.14 and 1.16 being observed as a proxy for this value. Recall that the standard 
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deviation of a sample of this size was 1.61 bets.��
���� is calculated by simply calculating the 
weighted mean of ������ excluding the current row. From a probability chart: 
 

Win Rate p(�) ������ �
���� p(B) 

- 5 BB/100 0.25% 0.000004 0.00222555 99.75% 
- 4 BB/100 2% 0.000031 0.00226468 98% 
- 3 BB/100 8% 0.000182 0.00239720 92% 

- 2 BB/100 20% 0.000738 0.00259053 80% 
- 1 BB/100 39.5% 0.002037 0.00233943 60.5% 
 0 BB/100 20% 0.003834 0.00181659 80% 
- 1 BB/100 8% 0.004918 0.00198539 92% 

- 2 BB/100 2% 0.004301 0.00217753 98% 
- 3 BB/100 0.25% 0.002564 0.00221914 99.75% 

 
Applying Bayes’ theorem to each of these rows: 
 ������ � ��������������������� �
�����
�� 
 

Win Rate ������ 
- 5 BB/100 0.00% 
- 4 BB/100 0.03% 
- 3 BB/100 0.66% 

- 2 BB/100 6.65% 
- 1 BB/100 36.25% 

 0 BB/100 34.54% 
- 1 BB/100 17.72% 
- 2 BB/100 3.87% 

- 3 BB/100 0.29% 
Total 100% 

 
When we looked at the classical approach, we were able to generate a maximum likelihood 
estimator. In the same way, we can identify -1 BB/100 as the maximum likelihood estimate 
given these assumptions. Of course, these assumptions aren’t really the truth - possible win rates 
for players are close to continuous. Nevertheless, if we used a continuous distribution and did the 
more complex math that arises, we would find a distribution similar to this one. And the key 
implication of this approach is that because of the relative scarcity of winning players, our 
hypothetical hero is nearly as likely to be a losing player who has gotten lucky as he is to have a 
positive win rate. 
 
We could see this even more starkly if we considered a player with a much higher observed win 
rate, perhaps 5 BB/l00h. The classical approach would still assign a maximum likelihood 
estimate of 5 BB/l00h, because it considers all win rates to be equally likely (because in the 
classical method we have no additional information about the distribution of win rates). 
However, recalculating the above analysis with an observed win rate of 5 BB. we find: 
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Win Rate ������ 
- 5 BB/100 0.00% 

- 4 BB/100 0.00% 

- 3 BB/100 0.00% 

- 2 BB/100 0.16% 

- 1 BB/100 3.79% 

0 BB/100 15.78% 

- 1 BB/100 35.40% 

- 2 BB/100 33.84% 

- 3 BB/100 11.03% 

Total 100% 

 
We can see that here, our player is a heavy favorite to be a winning player, and a substantial one 
at that. However, as win rates of 5 BB/100 hands are absent from the population, Bayes’ theorem 
properly adjusts his win rate to the more likely levels of the top 10% of all players. 
 
Gathering more data should naturally cause these Bayesian estimates to converge on the 
observed win rates - the more consistently a player has demonstrated his ability to win at a 
particular rate, the more likely that that is his true rate. And if we recalculate the above 
considering a sample of 100,000 hands, we obtain: 
 

Win Rate ������ 
- 5 BB/100 0.00% 

- 4 BB/100 0.00% 

- 3 BB/100 0.00% 

- 2 BB/100 0.00% 

- 1 BB/100 1.57% 

0 BB/100 33.42% 

- 1 BB/100 58.37% 

- 2 BB/100 6.60% 

- 3 BB/100 0.04% 

Total 100% 

 
By this sample size, we are much more confident that the observations match the reality, even 
though in the underlying distribution, only ten percent of players win at least 1 BB/100. 
 
It is worth noting that there is somewhat of a schism between classical statisticians (sometimes 
called frequentists) and Bayesian statisticians. This disagreement centers (roughly) on the 
Bayesian idea that population parameters should be thought of as probability distributions. 
Bayesians estimate a prior distribution, observe a sample, and then adjust their prior distribution 
in light of the new evidence. Frequentists reject this approach, preferring to characterize 
population parameters as fixed, unchanging values, even if we cannot know their value. We are 
strongly oriented toward the Bayesian point of view because of its usefulness in poker analysis. 
 
The method we have used here is not even a full-fledged Bayesian technique, but merely a 
simplification of techniques of Bayesian analysis intended to make the idea accessible. For more 
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detail on this and on the divide between practitioners of Bayesian techniques and classical 
statisticians, we suggest that you consult advanced statistics texts, particularly those that have 
thorough treatments of point estimation and Bayesian methods. 
 
One topic that emerges from this analysis is the idea of regression to the mean. Suppose you 
take an observation - perhaps of win rates over a sample that is of a small size. The idea here is 
that observed win rates above the mean will tend be lower if you repeat the observation in the 
future, and observed win rates below the mean will tend to perform better in the future. This is 
not because of any kind of statistical "evening out" where outlying trials from the past are offset 
by outlying trials (in the other direction) in the future - these events are independent. The 
principle that is at work here is that if you have outperformed the mean of the entire population, 
it is somewhat more likely that you have outperformed your expectation as well, while if you 
have underperformed it, you have likely underperformed your own expectation also. As a result, 
you will tend (sometimes very slightly) to regress a little toward the mean of all players - that is, 
the best prediction we can make contains a small amount of the overall mean mixed with 
observed results. We can see this at work in the Bayesian analysis of our hypothetical player - 
after 16,900 hands, his adjusted win rate prediction was still very heavily influenced by the 
population distribution, which dragged his win rate down toward the population mean of -1 
BB/100. 
 
Key Concepts 

• When estimating population parameters from observed data, we can use one of two 
methods: the frequentist or classical method, or a Bayesian method. 

• The classical method assumes that we have no information about the underlying 
distribution. This gives rise to a maximum likelihood estimate equal to the sample mean, 
and a confidence interval that includes all values for which the observed result is inside 
the significance level. 

• Bayes’ rule gives us a robust methodology for incorporating new information into prior 
probability estimates. 

• Using a prior probability distribution and applying Bayes’ theorem can yield better 
(Bayesian) estimators of population parameters when we have accurate information about 
the prior distribution. 
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Part II: Exploitive Play  
 
It is  not enough  to  be a good player;  
you must also play well.  

 
 

Siegbert Tarrasch  
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Chapter 4 
Playing the Odds: Pot Odds and Implied Odds 
 
The heart of poker is decision-making. Players who make better decisions than their opponents 
win; players who make worse decisions than their opponents lose. In Part I, we defined decisions 
with higher EV as "better" than their lower EV counterparts. In Parts II and III, we will examine 
the decision-making process as it applies to playing poker games and identify both techniques of 
analysis and methods of play that lead to making the best decisions at each juncture. 
 
Part II deals with what we call exploitive play; this is play which seeks to maximize EV by 
taking the action at each decision point which has the highest EV in a particular situation, 
inclusive of whatever information is available about the opponent, such as his tendencies, tells, 
and so on. Virtually every player uses exploitive play in one form or another, and many players, 
even some of the strongest players in the world, view exploitive play as the most evolved form 
of poker. 
 
Before we get into a discussion of exploitive play, we will introduce some terms and definitions. 
First, we have the concept of a game. In the poker world, we have different definitions of this 
term, and in Part III, we will be primarily working in the domain of game theory, the 
mathematical study of games. For now, we will define a game as containing the following 
elements: 
 

• There are two or more players.  
• At least one player has a choice of actions.      
• The game has a set of outcomes for each player. 
• The outcomes depend on the choices of actions by the players. 

 
Normally in our poker discussions, there will be two or more players, and both players will have 
action choices. The set of outcomes for the game will be expressed in dollars won or lost. 
 
Additionally, we call the "choice of action" a strategy. In game theory terms, a strategy is a 
complete specification of a player’s actions choices at all possible paths the hand might follow. 
In poker, strategies are extremely difficult to specify, as we have what might be called a 
combinatorial explosion of paths. There are 1326 starting hands a player might hold. Then there 
are 19.600 different three-card flops that might hit, 47 different turns, and 46 different rivers. 
Even after factoring in some equivalences with regard to suit, we still have well over five million 
board/hand combinations to consider. Then we must specify how we will play-each of our hands 
on each street, how we will respond to raises, checks, bets, and so on. 
 
This is basically impractical for any but the simplest toy games. As a result, we often use the 
term strategy a little more loosely in poker. Frequently, when we use this term we are referring to 
our expected play on this and perhaps one more street. The depth to which we specify the 
strategy is often tied to the convenience with which we can express it; simpler games and more 
static boards can often go deeper than more complex ones. It is normally just simpler to treat the 
game this way. We do, however, try to tie together the play on two or more streets as much as 
possible. 
 
The concepts of Part I have particular meanings when we consider the play in terms of strategies. 
It is fairly meaningless to consider the expectation of a hand in a vacuum before the play begins, 
so instead we use the term "expectation of a hand" here to mean the expectation of a hand played 
with a given strategy against an opposing strategy. Likewise, the expectation of a hand 
distribution against a strategy is the weighted average expectation of the hands in that 
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distribution against the opposing strategy, and so on. 
 
Maximizing expectation against the opponent’s strategy is the goal of exploitive play. If our 
opponent plays a strategy S, we define the maximally exploitive strategy to be the strategy (or 
one of the strategies) that has the highest expectation against S. When playing exploitively, it is 
often our goal to find the strategy that is maximally exploitive and then employ it. By doing this, 
we maximize our expectation. We begin with a simple toy game to illustrate the process of 
finding this strategy. 
 
Example 4.1 
Two players play headsup limit poker on the river. Player A has either the nuts (20% of the time) 
or a valueless (or dead) hand (80% of the time), and Player B has some hand of mediocre value - 
enough to beat dead hands, but which loses to the nuts. The pot is four big bets, and A is first. 
Let us first consider what will happen if A checks. B could bet, but A knows exactly when he has 
B beaten or not; hence he will raise B with nut hands and fold at least most of his bluffing hands. 
B cannot gain value by betting; so he will check. As a result, A will bet all of his nut hands. A 
might also bet some of his dead hands as a bluff: if B folds, A can gain the whole pot. 
 
We’ll call the % of total hands that A bluffs with x. A�s selection of x is his strategy selection. B 
loses one bet for calling when A has a nut hand, and wins five bets (the four in the pot plus the 
one A bluffed) when A has a bluff. B’s calling strategy only applies when A bets, so the 
probability values below are conditional on A betting. Using Equation 1.11, the expectation of 
B’s hand if he calls is: 
 
<B, call > = p(A has nuts)(-1) + p(A has a bluff)(+5) 
<B, call >  = (0.2)(-1) + (5)x 
<B, call >  = 5x - 0.2 
 
If B folds, his expectation is simply zero. 
 
<B, fold> = 0  
 
We consider a few potential values for x: 
 

Situation x value <B, call> <B, fold> 
A never bluffs 0 -0.2 0 

A always bluffs 0.8 +3.8 0 

A bluffs 5% 0.05 +.05 0 
A bluffs 4% .04 0 0 

 
B should choose the strategy that has higher expectation in each of these cases. If A bluffs often 
B should call all the time. If A bluffs rarely, B should never call. 
 
To determine how often A will bluff, B might use his knowledge of A’s play, tells, or some other 
information, perhaps using Bayes’ theorem (A might have lost the last hand and therefore has a 
higher a priori chance to be playing this hand overaggressively because of emotion, etc.). 
 
We can also graph these two functions: 
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Figure 4.1 shows the linear functions that represent B’s strategy options. We can see that B’s 
maximally exploitive strategy involves choosing the strategy that has the higher value at the x-
value that A is playing. So when x is below 0.04, (meaning that A is bluffing 4% of the time), B 
should simply fold; above that B should call. One tiling that is important to note about this is that 
exploitive play often involves shifting strategies rather drastically. If A changes his x-value from 
0.039 to 0.041, that is, bluffing two thousandths of a percent more often, B changes his strategy 
from folding 100% of the time to calling 100% of the time. 
 
Over the next several chapters, we will look, at some of the principles of exploitive play, 
including pot odds and implied odds, and then consider the play of some example hands. We -
will consider situations where the cards are exposed but the play is non-trivial and then play a 
single hand against a distribution of hands. We focus primarily on the process of trying to find 
the maximally exploitive strategy in lieu of giving specific play advice on any given hand, and 
especially on the process of identifying specific weaknesses in the opponent’s strategy. This last 
is particularly valuable as it is generally quite repeatable and easy to do at the table. 
 
Pot Odds 
None of the popular forms of poker are static games (where the value of hands does not change 
from street to street). Instead, one common element of all poker games played in casinos is the 
idea of the draw. When beginners are taught poker, they often learn that four cards to a flush and 
four cards to a straight are draws and that hands such as pairs, trips, and flushes and straights are 
made hands. This is a useful simplification, but we use "draw" to mean a variety of types of 
hands. Most often, we use "draw" to refer to hands whose value if the hand of poker ended 
immediately is not best among the hands remaining, but if certain cards (often called outs) come, 
they will improve to be best. However, in some cases, this can be misleading. For example, 
consider the following two hands on a flop of T� 9� 2� in holdem: 
 
Hand A: Q� J�  
Hand B: A� 3� 
 
Hand A has more than a 70% chance of whining the hand despite his five-card poker hand being 

Bluffing frequency 

Figure 4.1, Game Equity for various B strategies 
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worse at this point. In this hand, it may seem a little strange to refer to the hand that is more than 
a 7 to 3 favorite as "the draw" while the other hand is the "made hand," because of the 
connotations we usually associate with these terms. However, we will consistently use the term 
"draw" throughout this book to mean the hand that at the moment has the worse five-card poker 
hand and needs to catch one of its outs, no matter how numerous they may be, in order to win. In 
contrast, we will use the term "favorite" to mean that hand that has more equity in the pot and 
"underdog" to mean the hand that has less. In the above example, the Q� J� hand is both the 
favorite and a draw. 
 
One of the fundamental confrontations between types of hands m poker is between made hands 
and draws. This confrontation is particularly accentuated in limit poker, where the made hands 
arc unable to make bets large enough to force the draws to fold; instead, they simply extract 
value, while (he draws call because the expectation from their share of the pot is more than the 
amount they must call. However, all is not lost in big-bet poker for the draws. As we shall see 
later on, draws are able to take advantage of the structure of no-limit games to create a special 
type of situation that is extremely profitable by employing a play called the semi-bluff. 
 
Example 4.2 
The game is $30-60 holdem. Player A has A� A�. Player B has 9� 8�. The board is K� 7� 3� 
2�. The pot is $400. Player A is first. How should the action go if both players know the full 
situation? 
 
You can likely guess that the action goes A bets - B calls. It is valuable, however, to examine the 
underlying mathematics because it provides an excellent introduction to this type of analysis and 
to the concept of pot odds. 
 
If Player A checks, then Player B will certainly check behind. If B were to bet, he would 
immediately lose at a minimum � ��  of his bet (because he only wins the pot � �� of the time), plus 
additional EV if Player A were to raise. There will be no betting on the river, since both players 
will know who has won the hand. Rather, any bet made by the best hand will not be called on the 
river, so effectively the pot will be awarded to the best hand. 
 
Since 35 of the remaining 44 cards give AA the win, we use Equation 1.11 to determine A�s EV 
from checking to be: 
 
<A, check > = p(A wins)) + (pot size) 
<A, check > = (��

��� )(400) 
<A, check > = $318.18 
 
Now let’s consider B’s options. Again, B will not raise, as he has just a � ��  chance of winning the 
pot (with 9 cards out of 44) and A will never fold. So B must choose between calling and 
folding. 
 
<B, call> = (p(B wins)) (new pot size) - (cost of a call)  
<B, call> = (� ��� ) ($400+60+60) - $60 
 
<B, call> = (� ��� ) ($520) - $60  
<B, call> = $46.36  
<B, fold> = 0 
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Since B’s EV from calling is higher than his EV from folding, he will call in response to from A. 
That makes A’s EV from betting: 
 
<A, bet> = (p(A wins)) (new pot size) - (cost of a bet)  
<A, bet> = (��

��� ) ($520) - $60  
<A, bet> = $353.64 
 
Comparing A’s equity from betting to A’s equity from checking, we see that A gains a more than 
$35 by betting. This result indicates the main principle of made hand vs. confrontations: In made 
hand vs. draw situations, the made hand usually bets. 
 
There are some exceptions to this rule, as we shall see later when we consider some: complicated 
draw vs. made hand games. Now let us consider B’s play. We found that  equity from calling was 
greater than the zero equity from folding. We can solve an inequity to find all the equities at 
which B would call, letting x be B’s chance of winning the pot: 
 
(B’s chance of winning the pot) (new pot size) - (cost of a call) > 0  
520x - 60 > 0 
x > � �
�  
 
So B ought to call if his probability of winning the hand is greater than � �
� , which they are the 
given case. As we discussed in Part I, we might also say that the odds of B winning be at least 23 
to 3. We often call this relationship B’s pot odds. B should call if his odd winning the pot are 
shorter than his pot odds. Pot odds are a shorthand for straightfor  equity calculations-the pot lays 
X to our bet of Y; our odds of winning are W to Z,  hen choose a decision based on the 
relationship between those two. 
 
This leads us to the second principle of hand vs. draw situations. 
 
In made hand vs. draw situations, the draw usually calls if it has positive equity in the after 
calling and subtracting the amount of the call. 
There are a number of exceptions to these rules, and by studying individual hands w examine the 
situations in which simply relying on pot odds as a guide is incorrect or income. However, pot 
odds calculations are a useful and practical way of approximating and some calculating outright 
whether it’s correct to call with a draw, particularly at the table. 
 
Pot Odds on Multiple Streets 
Poker, of course, is a multi-street game, and as such, we often confront situations where it simply 
action on the current street that needs to be considered, but action on future streets as Consider 
another perfect-information situation (both players know their opponents’ cards). 
 
Example 4.3 ($75 Pot) 
Is the flop of a $30-$60 holdem game. Player A holds A� K�, and player B holds 8�. The flop is 
A� Ks 4�. There is just $75 in the pot (suppose that the AK limped preflop) the AK bets $30. B 
has just eight outs in this case (as the K� makes AK a full house). So an immediate pot odds 
standpoint, B should call if his chance of winning the pot is go than 30/105, or 28.5%. So what is 
B’s chance of making his flush on the next street? It�s on the turn. This chance is only 17°/o, and 
so we can see that B’s chance of making his is not high enough to justify calling. 
 
Example 4.4 ($195 Pot) 
What if the pot were larger, say $195? Now B has enough immediate odds to call with his flush 
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draw on the flop. His EV is then (
 ��� )($255) - $30 = $15.33. On the turn, if the draw misses, 
there are two cases. In one case, an ace or king will have hit on the turn and he will be unable to 
win the pot, or be drawing dead. This occurs � ��� �of the time. The remaining ��

���� of the time he 
will have (
 ��� ) ($375) - $60 = $8.18 of positive expectation from calling. 
 
His total expectation on the turn, again using equation 1.11, is: 
 
<B, turn> = p(A or K) (<B, A or K hits) + p(other)(<B, other>) 
<B, turn> = (� ��� ) (0) + (��

��� ) ($8.18) 
<B, turn> = $7.45 
 
So in this case, the play on the flop would go A bets - B calls. Then if the draw did not hit on the 
turn, A would bet again and B would be able to profitably call again (because calling is worth 
more than zero from folding). 
 
Example 4.5 ($135 Pot) 
There is also another pot size of interest. If the pot were just $135, B has enough equity to justify 
calling on the flop, but not on the turn. 
 
<B, flop> = p(win on turn) ($135 + $60) - $30  
<B, flop> = 
 ���  ($135 + $60) - $30  
<B, flop> = $4.67 
<B, turn> = p(win on river)($195 + $120) - $60  
<B, turn> = (
 ��� ) ($315) - $60  
<B, turn> = -$2.73 
 
(Here we ignore the case where A hits an ace or king on the turn and wins the hand immediately. 
Since B can’t call when we ignore this case, his equity is worse when we include those hands, 
and hence he can’t call if we include it.) 
 
This poses a difficulty with our previous characterization of pot odds. We stated earlier, "B 
should call if his odds of winning the pat are shorter than his pot odds." But here B’s chance of 
winning the pot by the end of the hand is: 
 
p(B wins) = 1 - p(B loses) 
 
By applying Equation 1.3: 
 
p(B wins) = 1 - [p(B loses on turn)][p(B loses on river)]  
p(B wins) = 1 - (��

��� ) (�

��� ) 

p(B wins) = 0.327 or 32.7% 
 
Here we use the joint probability p(A 
 B) = p(A )p(B) of B not whining the pot and subtract it 
from one to find the probability of him winning the pot. We could likewise calculate the chance 
of him winning on the turn and also on the river, and then subtract the chance that he wins on 
both streets. However, the single step above is more straightforward for this type of calculation. 
 
If B has nearly a one-third chance of winning the pot then why can we not call in all of these 
cases, since in each of them B is getting longer odds from the pot than two to one? For example, 
in 4.3, the smallest pot of the three, B is getting ($75+$60) to $60, or 2.25 to 1. The answer to 
this question is that only situations where B wins on the next street count for his immediate pot 
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odds. 
 
Example 4.6 (Why giving yourself odds by raising doesn’t work) 
Consider the case we looked at previously where the pot is $135 on the flop. If B calls the flop, 
there is $195 in the pot on the turn. If the draw misses, then when A bets $60, B lacks the odds to 
call the bet on the turn. But what if B raises the flop instead? Now A will reraise, B will call, and 
B will have odds to draw on the turn as well. It turns out that this is a losing play for B compared 
to simply calling the flop and folding the turn. (If B hits one of his outs, he will bet and shut A 
out of the pot, so the full house redraw doesn’t come into play.) 
 
We can break B’s expectation into two elements. One is his expectation if he wins on the turn, 
and the other is the expectation when the hand goes to the river. Let’s call B winning on the turn 
card Bf and B not winning on the turn card Bt. 
 
<B, raise flop> = <Bf, raise flop> + <Bt, raise flop> 
<Bf, raise flop> = p(B wins on the turn) (pot if B raises and A reraises) - (cost of the raises) 
<Bf, raise flop> = ( 
 ���  )($135 + 2($30+$30+$30)) - $90  
<Bf, raise flop>  = -$34 
<Bt, raise flop>  = p(B doesn�t win on the turn)[p(B wins on the river)(pot after the turn bets) �  

(cost of the turn bet)] 
<Bt, raise flop> = ( ��

���  )[(�
 ��� )($315 + 2($60)) - $60]  
 
<Bt, raise flop>  = $15.70 
<B, raise flop>  = -$34 + $15.70 
     = -$18.30  
<B, call flop>  = p(Bf )($135+2($30))-$30 
   = $4.67 
 
So raising the flop, even though it makes it such that B has odds to call the turn and draw to his 
flush again, has over $20 less expectation compared to simply calling. In real-life poker, both 
players don’t have all the information. In fact, there will often be betting on future streets after 
the draw hits his hand. The draw can use this fact to profitably draw with hands that are not 
getting enough immediate pot odds. 
 
Implied Odds 
In the previous section, we discussed the concept of pot odds, which is a reasonable shorthand 
for doing equity calculations in made hand vs. draw situations. We assumed that both players 
knew the complete situation. This assumption, however, does not hold in real poker. After all, 
the purported drawing player could be bluffing outright, could have been drawing to a different 
draw (such as a straight or two pair draw), or could have had the best hand all along. As a result, 
the player with the made hand often has to call a bet or two after the draw comes in. 
 
When we looked at pot odds previously, the draw never got any money after hitting his hand, 
since the formerly made hand simply folded to his bet once the draw came in. However, such a 
strategy in a game with concealed cards would be highly exploitable. As a result, the draw ran 
anticipate extracting some value when the draw comes in. The combination of immediate odds 
and expected value from later streets is called implied odds. 
 
Example 4.7 
Consider the following example: 
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Imagine the situation is just as in the game previously (Player A holds A� K� and player B holds 
8� 7�. The flop is A� K� 4�.), but Player A does not know for sure that Player B is drawing. 
Instead of trying to arrive at some frequency with which Player A will call Player B’s bets once 
the flush comes in, we will simply assume that A will call one bet from B on all remaining 
streets. 
 
Earlier we solved for B’s immediate pot odds given that the hands were exposed. However, in 
this game, B’s implied odds are much greater. Assume that the pot is $135 before the flop. Now 
on the flop, A bets $30, We can categorize the future action into three cases: 
 
Case 1: The turn card is a flush card. 
In this case, B wins $195 in the pot from the flush, plus $240 from the turn and river (one bet 
from each player on each street). Subtracted from this is the $150 B puts into the pot himself. So 
B’s overall value from this case is $285. This case occurs 
 ���  (or 17.8%) of the time, for a total 
EV contribution of $50.67. 
 
Case 2: The turn card is not a flush card, but the river is. 
In this case, B again wins $285, as one bet goes into the pot on both the turn and river. This joint 
probability (using Equation 1.3) occurs (��

��� ) (
 ��� )  of the time, or about 14.9%. This results 
in a total EV contribution of $42.61. 
 
Case 3: Neither card is a flush card. 
This occurs the remaining 67.3% of the time. In this case, B calls the flop and turn but not the 
river, and loses those bets. So he loses $90. This results in an EV contribution of-$60.55. 
 

Outcome p(Outcome) Value Weighted EV 
Turn flush 8/45 +$285 $50.67 
River flush (37/45)(8/44) +$285 $42.61 
No flush l-[(8/45)+(37/45)(844)] -$90 $60.55 

Total 1  $32.43 
 
Summing the weighted EV amounts, we End that this game has an expectation of about $32.73 
for B. Contrast this to the expectation of just $4.67 in the same game if A never paid off B’s 
flushes. 
 
Effective Pot Size 
Exploitive play in games such as no-limit holdem relies quite heavily on implied odds. It is 
frequently correct to take the opportunity to see a cheap flop with hands such as small or medium 
pairs or suited connectors or weak suited aces in order to attempt to flop a set or a strong flush 
draw. When doing this, however, it is important to take into account not just the amount that we 
will win when we do make a powerful hand, but the amount we might lose when that powerful 
hand loses anyway (as, for example, when the opponent flops a higher set than we). Also, we 
cannot assume that our opponents will simply pay us off for their entire stack, as some players 
do when they use the size of the stacks as a guide to what implied odds they have. 
 
In the previous examples, the increased equity from implied odds allowed B to call at lower pot 
sizes and with less equity because it increases the size of what we might call "the effective pot." 
In Part III, we will see that "payoff amounts" are a very important part of games played between 
hand distributions containing various combinations of made hands and draws. In addition, these 
amounts are of critical importance when considering games where the draw is closed. By this, 
we mean the information of whether the draw has come in is not available to t both players. This 
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is the case, for example, in seven-card stud, where the final card is dealt facedown. When this 
information is asymmetric, the player with the made hand is at a disadvantage because he must at 
least sometimes pay off the draw when the draw gets there. The reason for this is because if he 
does not, then the draw can exploit this by bluffing  aggressively. 
 
Bluffing 
Bluffing is perhaps the most storied action in poker. One of the most exciting moments in any 
beginning poker player’s career is when he first bluffs an opponent out of a pot. A lot of the 
drama that is captured in poker on television revolves around moments where a player makes I 
large bet and the other player must decide whether the player is bluffing or not when deciding to 
call. It is true in some sense, of course; bluffing is an integral part of poker and is the element of 
the game that differentiates it directly from games such as chess or backgammon. 
 
A pure bluff is a bet with a hand that has no chance of winning the pot if called by the 
opponent’s maximally exploitive strategy. A semi-bluff’ is a bet with a hand that might or � 
tight not be best at the moment, but which can improve substantially on later streets. Ordinarily, 
pure bluffs only occur on the last street of a hand, when no further improvement is possible, 
although it is possible for players to start bluffing with no hope of winning the pot on earlier 
streets. We often call this snowing. An example of an appropriate snow is when holding four 
deuces in deuce-to-seven lowball. Standing pat before the draw and bluffing is often a quite 
effective strategy because the opponent cannot hold a very strong hand (86543 b sing his best 
possible hand). 
 
On the opposite end of the spectrum are value bets. These are bets that expect to have positive 
expectation even when called. In extreme cases, such as when a player holds the 
uncounterfeitable nuts on an early street, we can make pure value bets early in a hand. But like 
straight bluffs, it is frequency the case that with cards to come, most value bets can in fact be 
semi-bluffs (this depends on how strong the opponent’s hand is). 
 
However, between pure bluffs and pure value bets, there is a broad spectrum of bets, most of 
which are sometimes value bets and sometimes semi-bluffs. The clearest and easiest example of 
a pure semi-bluff with no value component is a weak flush draw, which might or might not have 
value if it pairs its cards, but has no chance of being called by a worse hand in terms of high card 
value. Still, this type of hand can frequently benefit from betting because the opponent may fold. 
We will return to semi-bluffing later in Part II. The next example, however, shows the exploitive 
power of bluffing. 
 
Example 4.8 
The game is $40-80 seven-card stud. The hands are exposed, except for the river card, which will 
be dealt face-down. We call situations such as these closed draws: that is, the information about 
whether the draw has come in is available to only one player. 
 
Player A: 6� A� A� 7� 9� K�  
Player B: 7� 8� 9� K� 2� 4� 
  
As you can see, this game mirrors to some extent the previous game. Player A has a made hand, 
while Player B has a pure flush draw with no secondary outs. The pot is $655. The river card is 
dealt. 
 
In this case, Player A is done betting for this hand. Either B has made his flush or he has not, and 
B will never call A’s bet unless B beats A. Hence, A should simply check and then attempt to 
play accurately if B bets. If B checks, of course, A should expect to win the pot all the time. In 
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fact, A should expect to win the pot quite frequently here, far more than 50°/o of the time. 
However, he should still not value bet because he only loses expectation by doing so. His 
expectation in the large pot is still intact whether he bets or not. In this case, also, A’s value bet, 
no matter what card he catches, will never extract value from B’s hand, because B can’t make a 
hand better than the open aces A has. 
 
So A checks. Now B must decide what to do. Clearly, he should value bet his flushes. There are 
40 cards left in the deck, and eight flush cards. So B will make a flush � �� (or 20%) of the time. 
In addition to value betting his flushes, B might also want to bluff sometimes when he misses the 
flush. If he does this and A folds, he’ll win a pot with more than eight bets in it with the worst 
hand. 
 
If B bets, then A has to decide between calling and folding. This decision is actually affected by 
whether or not A caught a spade on the river, because if he did it is more likely that B is bluffing. 
But we’ll neglect this for now; assume that A decides to play blind on the river, for our 
convenience. 
 
This leaves us with two unknowns: 
 
A’s calling frequency: that is, given that B bets, how often A calls. Call this value x. 
B’s bluffing frequency: that is, what percentage of his total hands B bluffs with. Call this value y. 
 
Then, from Equation 1.11, we have the following equations: 
 
<A, call> = p(B has a flush) (lose one bet) + p(B is bluffing) (pot + one bet)  
<A, call>= (0.2)(-$80) + (y)($655 + 80)  
<A, call> = $735y - $16 
<B, bluff> = p(A calls) (lose one bet) + p(A folds) (pot)  
<B, bluff> = x(-$80) + (1 - x)($655)  
<B, bluff> = $655 - $735x 
 
So the value of calling for A is dependent on how often B will bluff; the value of calling for B is 
dependent on how often A will call. 
 
For A, we can solve an inequality to see when calling will have positive value: 
 
$735y - $16>0  
y > ) 2.2% 
 
This means that if B bluffs more than 2.2% of the time, A should call all the time, because he 
will have positive expectation by doing so. Also, we can see that at precisely this bluffing 
frequency, A’s calling will have EV 0. This is a critical concept that we will revisit again and 
again in this book. At this frequency, A is indifferent to calling and folding-it doesn’t matter 
what he does. 
 
For B, we can solve an analogous inequality to see when bluffing will have positive value. 
 
$655 - $735.x > 0 
 x< ~ 89.1% 
 
This means that if A calls less than 89.1 % of the time, then B should bluff all the time, because 
he will have positive expectation for doing so. We can again see that at precisely this frequency, 
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B’s bluffs will have EV 0. That is, B is indifferent to bluffing or checking his non-flushes. 
 
It might happen that Player A is a "skeptic ," who thinks that Player B is a habitual bluffer and 
will therefore call all the time. If he does this, his expectation from calling is as above, about 
$7.35 for every percent of dead hands that B bluffs (above the critical value). B’s best response 
no A�s skepticism is to simply stop bluffing. Or perhaps Player A is a "believer." who thinks that 
Player B wouldn’t dare bet without having made a Bush. So he folds quite often. Then Player B 
can simply bluff all his non-flushes, gaining the entire pot each time that Player A folds. Of 
course, Player B loses out on value when he bets his flushes, but the eight-bet pots be wins more 
than offset that. 
 
Exploitive Strategies 
The responses of Player A and Player B to their opponents’ different bluffing and calling 
frequencies are prototypical exploitive plays. Both players simply maximize their equity against   
their opponent’s strategy. We call these strategies exploitive because by performing these equity 
calculations and employing these strategies, these players identify the weaknesses in their 
opponent’s strategy and exploit them by taking the actions that maximize EV against those 
weaknesses. 
 
However, equity calculations can be difficult to do at the table, particularly when there are many 
additional factors, such as those that occur in the real world. In this book, we often present toy 
games as conceptual aids to the processes we describe. As we examine more complicated 
situations, where the play is distributions of hands against each other and complex strategies are 
employed by both sides, sometimes doing straightforward equity calculations is beyond a human 
player’s reach hi the time available at the table. 
 
Nevertheless, the identification and exploitation of weaknesses in our opponents’ strategies leads 
us to plays that increase EV against the strategy. And so if our ultimate goal is to maximize the 
results of equity calculation, identifying and exploiting weaknesses is an effective proxy for 
expected value calculation and is often more practical at the table. 
 
Returning to Example 4.8, we presented this game as a sort of guessing game between A and B. 
where each attempts to guess the strategy that the other will employ and respond to that by 
moving their strategy dramatically in the other direction. However, we can briefly foreshadow 
things to come in Part III here. The indifference points we identified ()2.2% bluffs for B and 
89.1% calls for A) are special values: they are the points at which each player’s opponent cannot 
exploit the strategy any further, even if they know the strategy. If A and B each play these 
specific strategies, then neither player can improve his EV by unilaterally changing his action 
frequencies. These strategies are called optimal. Finding optimal strategies and playing optimally 
is the subject of Part III. 
 
Strong exploitive play is essentially a two-part process. The first step is to gather information 
about the situation. This can include Inferring the opponent’s hand or hand distribution from the 
action or identifying situations in which the opponent plays poorly or in a manner that is easily 
exploitable. The second step is deciding on action in light of the information gathered in the first 
step. This is often simply taking the exploitive action called for based on the weakness identified 
in the first step. The second step is often simpler than the first, but this is not always true, as we 
shall see. We will consider these two steps of the process in turn, with our eye always turned to 
maximizing EV through the process. 
 
Key Concepts 

• Exploitive play is the process of maximizing expectation against the opponent’s hands 
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and strategy. In practice, this often amounts to identifying weaknesses in the opponent’s 
strategy and exploiting them because detailed calculations of expected value are too 
difficult at the table. 

• Pot odds provide a metric for us when considering whether to call with a draw or not; if 
the size of the pot relative to our chance of winning is large enough, calling is correct; 
otherwise folding is often indicated. 

• Pot odds across multiple streets must be treated together-sometimes if we lack pot odds 
on a particular street, we can still calf because the total cost of calling across all streets is 
low enough to make the entire play profitable. The focus must be on the total expectation 
of the strategy rather than the play on any particular street. 

• Implied odds involve additional betting that takes place after a draw is complete. 
Figuring implied odds into calling or folding decisions can help us to maximize EV. 

• Two principles of hand vs. draw situations: 
1) In made hand vs. draw situations, the made hand usually bets. 
2) In made hand vs. draw situations, the draw usually calls if it has positive equity in the 

pot after calling and subtracting the amount of the call. 
• A pure bluff is a bet with a hand that has no chance of winning the pot if called by the 

opponent’s maximally exploitive strategy. A semi-bluff is a bet with a hand that might or 
might not be best at the moment, but which can improve substantially on later streets. 
Value bets are bets that expect to have positive expectation even when called. 
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Chapter 5 
Scientific Tarot: Reading Hands and Strategies 
 
Players are often fond, especially on television and in interviews, of the concept of ’’reading" 
opponents and the idea that they do this better than their opposition. Implicit in many of the 
characterizations of the process of "reading" is the idea that a "read" cannot be quantified and 
mat unimaginative "math guys" somehow lack this ability. Unsurprisingly, we disagree. While 
the ability to accurately pinpoint the hand an opponent holds by "magic" would be in fact 
powerful, it is our view that reading opponents is largely a process of Bayesian inference -elated 
to betting patterns, with some ’normally small) adjustments made for physical tells. This is true 
whether the process of inference is explicit or subconscious. Using a mathematical model can 
greatly enhance one’s intuition as a guide to proper play. 
 
One popular method of "reading" opponents involves guessing at our opponent’s hand, playing 
as if he held that hand, and hoping to be right. Sometimes this leads to the correct play for the 
situation. One example of this type of thinking are players who reraise early raisers in limit 
holdem with small to medium pairs in position, "putting their opponents on AX." It is true that 
AK. is (assuming the opponent will always raise this hand) the most likely single -and that an 
early raiser can hold; so frequently this "read" will turn out to be correct. Nonetheless, these 
players could be sacrificing equity both preflop and postflop by assuming mat theft opponent 
holds a specific hand, as his distribution contains not only unpaired big cards, but also larger 
pairs. 
 
One of the authors recently played a hand in a no-limit satellite that was illustrative of this point. 
There were five players left, the blinds were 150-300, and a player who had pushed his short 
stack all-in several times in the last ten or so hands raised all-in to about 2100 from the under-
the-gun position. It was folded around to the author in the big blind, who had about 3200 in chips 
and held A� 8�. The author called. The raiser held AKo, and the author caught an eight and won 
the hand. 
 
After the satellite was over, the player who held AKo questioned the author, "What did you think 
I had that you were ahead?" The author responded, "Well, I figured you were jamming there with 
any ace. any pair, and some good kings. Plus, the stronger you are as a player, the more likely 
you are raising with hands like T9s and the like. Against that range. I had almost 50% equity, so 
I think it’s an easy call.’’ 
 
The point of the story is that the questioner was trying to imagine the author’s thought process as 
"putting him on a hand," and then evaluating his chances against that particular hand. But no 
such process occurred. Instead, your author created a distribution of hands with which the player 
could be raising and acted accordingly. As it happened, the player held one of the stronger hands 
in his distribution and the author was lucky to win the hand. But the question of "being ahead" of 
a specific hand was never part of the decision process for the author, and the call was still 
fundamentally correct. 
 
Advanced Hand Reading 
Other players "read" their opponents by using a combination of logical deduction and tells. 
These players rule out various options based on assumptions that theft opponents play reasonably 
or that they have an idea of how their opponents play. One common error made by those who 
practice this type of hand reading is to strip hands from the range of the opponent too ag-
gressively and thus improperly narrow the distribution of hands the opponent might hold. 
 
Nevertheless, what these players do is much more akin to the hand-reading process that we 
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advocate; in its most sophisticated forms it is very much the same. In theory, the approach is as 
follows: We generally never assign one single hand to an opponent; instead, each opponent has a 
probability distribution of different possible hands. At the beginning of a hand, each opponent 
has a full distribution of random hands, adjusted for the Bayesian card-removal effects of our 
own hand. Then as each player acts, we adjust for the new information by modifying the various 
probabilities, both for the new cards revealed, and for our best estimates of what actions the 
players would take with each hand. We often include an auxiliary probability, which we might 
call a "lost his mind" probability, which reflects the (sometimes small) probability that our 
understanding of the player’s style is incomplete or that he is simply deviating from his usual 
strategy. Players, even fairly strong ones, occasionally do things that are quite out of the 
ordinary, and pretending that these things are probability zero is simply incorrect and can lead to 
making incorrect "big laydowns" or bad calls and raises. 
 
In practice, of course, we do not hold all the exact probabilities for each hand in our head; this 
would be overwhelming and much more trouble that it would be worth in terms of making 
decisions. However, we can usually reconstruct the betting and exposed cards in such a way that 
we can create this distribution for a player at a point where we need to make an important 
decision. Additionally, it is not difficult to incorporate physical tells into this framework; we 
simply apply an additional layer of Bayes’ theorem to our existing distribution. That is, we ask 
"Given the probability distribution of hands that this player currently holds, what is the 
probability that he would exhibit the tell that I picked up on with each one?" and rebalance the 
probability distribution in fight of this additional information. 
 
The ultimate goal here is to incorporate all the information we can gather to find the probability 
distribution of hands that our opponent holds. This is generally a process of reduction and 
elimination; hands that the opponent would have played in some clearly different way should be 
reduced in relative probability within the distribution. Ideally, we could gather enough 
information to find a distribution that contains only one hand. In practice, though, gathering this 
much information is normally impossible. 
 
A detailed example may illustrate the principles we’re describing. In this example, we will make 
frequent assumptions about the meaning of play on certain streets. In many cases, these are 
assumptions that can be questioned and debated. The point of this exercise is not so much to 
argue about the proper way to play a particular hand but to illustrate the process of hand-reading 
described above. In this section, we will examine the hand-reading aspects of the hand; in a later 
chapter, we will consider the key decision that appears as the hand unfolds. 
 
Example 5.1 
The game is seven-card Stud eight-or-better. The antes are $5, and the limits are $30-60. A 
player to our right brings it in with the 2� for $10. We complete the bet to $30 with (5� A�) 4�. 
Two tens, the 7�. and a king fold. The next player raises to $60 with the 6�. The bring-in folds, 
and we call. 
 
(5� A�) 4� 
(??) 6� 
 
Folded cards: T� T� 7� K� 2�. 
 
On third street, we begin to create our picture of the opponent’s hand. Without really knowing 
anything about the player, we can still begin to construct a rough distribution of hands he might 
hold. Among the hands that would likely merit a re-raise from almost any player: 
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(AA) 6  
(KK) 6  
(66) 6 
 
Three small clubs including the ace. 
 
Our slightly more aggressive opponents’ raising distribution would include:  
 
(QQ-TT)  6 
Any three small clubs  
(A2)  6  
(A3)  6 
 
If  the opponent were quite aggressive, then we might include: 
 
(99-55) 6  
(A4)   6  
(A5)   6  
(54)   6  
(57)   6 
 
Any three clubs with in ace, such as (A� J�) 6�  
 
And your authors have both seen such re-raises with hands such as:  
 
(QJ) 6 
 
Unfortunately for our hand-reading methodology but fortunately for our bankrolls, the players 
who make this type of plays often lose their money too quickly to get a truly accurate read on 
then raising distribution. 
 
At this early stage in the hand, we can only approximate the opponent’s distribution. However, it 
is worth noting that certain of these hands are already fairly unlikely. For example, there are only 
two tens remaining in the deck, so (TT)6 is one-sixth as likely as it might have been had there 
been no folded cards. Also, a player with (TT)6 would likely see his tens out and fold his hand 
instead of reraising. 
 
On fourth street, we catch the 8s and the other player catches the T�. This is a fortunate turn of 
events. The opponent now checks and we bet, expecting to occasionally pick up the pot right 
away. However, the opponent calls. 
 
On this street, we pick up very litde information. There are a couple of reasons why we cannot 
make strong inferences. The first reason is that the betting followed a predictable pattern; we 
caught a moderately good card, while our opponent caught a fairly bad one. However, the size of 
the pot and the relative strengths of our distributions (a topic we will return to at length later) 
make it reasonable for the opponent to flat call pending fifth street. The second is that the betting 
limits double on the next round. It is often correct for a player ;o defer raising on a smaller street 
when doing so will give away information and he will likely get to raise on the next street 
anyway. 
 
On fifth street we catch the J�. a rather poor card, although it does give us a three-flush in 
addition to our four low cards. The opponent catches the K� and checks again. We now bet, 
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expecting to pick up the pot fairly often. 
 
The hands are now: 
 
(5�A�) 4� 8� J�  
(????)    6� T� K� 
 
Now let’s consider what the implications of our opponent’s various actions might be. Looking 
back to our candidate hands, especially those from the first two categories: We have probable 
calling hands: 
 
(AA)       6� T� K� 
(X�Y�)       6� T� K� 
(QQ)       6� T� K� 
(JJ)      6� T� K� 
 
Probably raising hands: 
 
(66)       6� T� K� 
(KK)     6� T� K� 
 
Probably folding hands: 
 
(A2)       6� T� K� 
(A3)     6� T� K� 
 
Note that for each of these categories, we only identify the hands as "probably" indicating some 
action; it’s entirely unclear how our opponents will actually play these hands, or what percentage 
of the time they will take each action. However, it seems that raising as a semi-bluff with four 
clubs is the most likely deviation from these strategies. However, other such deviations cannot 
be ruled out. In creating distributions, it is rather important not to ignore the fact that opponents 
will play hands in ways we do not anticipate. Ruling out a hand based on prior action can be 
costly if doing so causes us to make supposedly "safe" raises later in the hand, only to be reraised 
and shown a better hand. 
 
Now let’s say that the opponent calls. We have tentatively narrowed his hand to the big pairs and 
to four-flushes. On sixth street, we catch the A�, while the opponent catches the 3�. 
 
We have a decision to make. 
 
Recapping the hand so far: 
 
(5�A�)  4�  8�  J�  A�  
(????)      6�    T�    K�  3� 
 
There is $345 in the pot at this point. The question that appears here is: should we bet? Many 
players would send-automatically bet their aces and a low draw. But how strong is this hand 
given the assumptions we made above? And also importantly, how close is the decision? If we 
change the assumptions by a small amount, does it change the entire analysis? 
 
To answer these questions, we must examine the opponent’s assumed distribution at this point in 
the hand and our EV against his entire distribution. 
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First, let us identify the hands our opponent might hold. For now we will neglect the "lost his 
mind" category, but once we find an answer we will test it against distributions that include more 
of those hands. 
 
We classified the opponent’s hands into four categories: 
 
(AA)      6�    T�    K�  3� 
(X�Y�)      6�    T�    K�  3� 
(QQ)      6�    T�    K�  3� 
(JJ)       6�    T�    K�  3� 
 
These were based on how he played the hand throughout. Now, however, we must further 
subdivide the QQ and JJ hands into hands that contain the appropriate club, and hands that 
do not. (All AA hands contain the ace of clubs, of course-we have the other aces in our hand!). 
No queens are dead, and of the six possible pairs of queens, three contain the queen of clubs. The 
jack of hearts is dead (in our hand), so there remain only three pairs of jacks and two of them 
contain the J�. 
One last step is to figure out how many "three low clubs" hands are possible. We know that the 
2�,  3�, 5�, and 6� are all outside of the opponent’s hole cards, as the 2� was folded on third -
street, and the other cards appear in our hand or on the opponent’s board. There are then four low 
clubs remaining: A�, 4�, 7�, 8�. This yields six different possibilities containing two clubs. 
 
So we have the following possibilities, considering just the hole cards: 
 
AA   -1 
Q� Qx   -3 
Qx Qy   -3 
J� Jx   -2 
Jx Jy   -1 
X� Y�  -6 
 
In addition to this, there might be additional information available. For example, incorporating a 
tell that our opponent does not like his hand when the ace hits dearly indicates a bet if we think 
that he would exhibit this tell when he has a big pair in the hole but not otherwise. On the 
contrary, a tell that he is very pleased to see the 3� can be extremely valuable, and might save us 
at least one full bet if he has made a flush. 
 
To recap, we began with a probability distribution that assigned an equal probability to every 
pair of hole cards that our opponent could hold. When he raised on third street, we were able to 
narrow that range to a subset of all hands that contained mainly big pairs, strong low hands, and 
low three-Hushes. On fourth street, we gained equity in the pot by catching a decent card while 
the opponent caught badly, but gained very little information. 
 
On fifth street, we gained a great deal of information when he continued even after catching a 
second high card. It’s entirely reasonable that an opponent might take another card off on fourth 
street with three unsuited low cards after reraising the previous street. However, once the K� 
comes off on fifth, we can effectively rule out all low draw s that do not contain two clubs in the 
hole. If the opponent does call on fifth with just three low cards, we profit immediately from his 
mistake in calling. Even if our exploitive process leads to us sacrificing some expectation on 
later streets, we have already gained enough by his mistake to more than offset the expectation 
we lose. 
On sixth street, our hand improves substantially because we make a high hand; at the same time 
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our opponent’s distribution improves substantially by catching a small club that is likely to either 
make him a flush draw or a flush. We narrow his probability distribution down to approximately 
four classes of hands (aces, big pairs with flush draws, big pairs without flush draws, and made 
low flushes). 
 
This example primarily made use of the idea of using betting patterns to read our opponent’s 
hand. However, there is a second important element to reading hands, which is the ability to both 
spot and correctly interpret tells. As we stated previously, we will omit discussion on how 
precisely to identify tells that are being exhibited-this falls outside of the scope of this book. 
However, in the field of correctly interpreting tells, there is much that can be done 
mathematically. We will return to this topic later in the chapter. We will return to this hand in 
Chapter 8, at which point we will consider the bet-or-check decision we have on sixth street. 
 
When we play exploitively, we are figuring out a distribution of hands and an opponent�s 
strategy (or a weighted distribution of strategies) against which to maximize our EV. So far in 
this chapter, we have discussed the process of "reading hands," which for us is effectively a 
process of Bayesian inference of hand distributions. This process in turn depended on our 
estimation of how the opponent would play certain hands. In the examples we looked at 
previously, we either assumed that opponents would play straightforwardly, or we simply 
assumed that we knew their strategy to facilitate the analysis. 
 
Reading Strategies 
An important and extremely difficult part of playing exploitively is accurately assessing the way 
in which opponents will play the various hands that are present within their distributions. One 
possible assumption would be that the opponent will play all the remaining hands in his 
distribution very well. If we make this assumption and find a corresponding exploitive strategy, 
that strategy will exploit the shape of his distribution of hands. In cases where the opponent has 
made a serious error in reaching a given point in the hand, exploiting the shape of his distribution 
will be quite profitable. 
 
We can additionally profit, however, if our opponents continue to make mistakes in how they 
play then distribution of hands at decision points to come in the hand. We have several sources 
of information that are useful in estimating the strategy with which our opponents will play their 
various hands, a process we will call "strategy reading." 
 

• Direct hand evidence 
Sometimes, we get information about the hand that was played that is known to be 
truthful because players are forced to show their hands at showdown hi order to win the 
pot. When it is available, this is perhaps the most valuable type of evidence because 
many of the other forms of evidence can be falsified in some way.  

• Direct hand evidence (opponent-controlled) 
As a special subclass of the above, opponents will sometimes show then hands on 
purpose. This category is a double-edged sword; we are in fact being shown truthful 
evidence. However, the fact that this information is being revealed voluntarily by the 
opponent makes it less valuable because it is likely designed to produce a psychological 
effect. However, assuming that we are appropriately giving weight to the evidence that 
we see, we can often use this information to positive effect.  

• Indirect hand evidence 
In addition to the hand value information that must be disclosed at showdown, we can 
also tabulate frequencies of actions, even for hands that are not shown. This information 
can be useful in both hand and strategy reading, although it must be combined with 
additional information about the types of hands that are being played. 
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• Player classification correlation 
This is perhaps the most commonly used method of strategy reading both for players 
about whom we have not gathered much information and for reading strategies generally 
in situations that come up infrequendy. Essentially this consists of a broad classification 
of players into different categories or category combinations. Some authors have 
suggested axes such as loose-tight and passive-aggressive. Others have used animal 
archetypes as the model for their classifications. The core of all these methods, though, is 
this. If we can accurately characterize the play of a group of players and then accurately 
assign a particular player to the proper group, then we can make inferences about a 
player’s play even in situations in which we have never seen him play. 

 
The following discussion will consider primarily players who play reasonably; that is, they play 
in a manner that is not obviously and easily exploitable, even though they make frequent 
mistakes. At the end of this discussion, we write about some of the common types of very weak 
players, whose strategies are much easier to read. 
 
Even though we have these sources of information available, it is important to recognize the 
imitations of our ability to read our opponents’ strategy. It is our view that many players, 
especially those who are skilled at gathering and retaining the above information, overestimate 
the degree of certainty with which they can read their opponents’ strategies, and as a result -
overestimate the predictive value of their player classifications. Even over the course of many 
hands, we gain relatively little direct evidence of how a player plays. 
 
Consider a sample of 1,000 full ring game limit holdem hands (equivalent to about thirty hours 
of brick and mortar play and perhaps ten to fifteen hours online). This seems like a fairly large 
sample of hands with which to "get a line" on an opponent’s play. But consider that a typical 
opponent will likely show down only a hundred of those hands. These hands will be split 
unevenly amongst the nine table positions with the blinds and the button having a 
disproportionate share of the total hands shown down. Even further, the hands shown down will 
be played on quite different textures of flops and against different opponents, in different 
situations. 
 
Indirect hand evidence is not much more help here, as the sample sizes for preflop actions only 
slowly reach reliable levels. For example, consider 121 hands played under the gun. If a player 
raises 10% of hands in the observed sample horn this position, then over the entire sample, a 
95% confidence interval is that he plays roughly between 4% and 16"% of hands. 4% of hands is 
{TT+, AK, AQs). 16% of hands is (66+, AT+, KJ+, QJ, JT, T9} or some variation. Even seeing 
a few strong hands that this player raised in this position doesn’t allow us to narrow the 
distribution much, because hands such as QQ are in all the various distributions. In addition, 
hands like these are more likely to reach the showdown because of their inherent strength. So we 
have some difficulty in inferring much of value from this indirect evidence as well. 
 
So it seems that the primary source of information about the opponents’ play comes from 
applyhig the direct evidence not to the problem of directly estimating how he will play in various 
scenarios, but from applying it to the problem of accurately classifying the player and making 
conclusions about his play based on his classification. Some of the threats to the validity of this 
method include: 
 

• Players do not employ a single, fixed strategy in the short run: they in turn might be 
playing exploitively in the observed hand. Using an observed hand as a piece of infor-
mation toward classifying the opponent relies on the observed hand being characteristic 
of the opponent’s overall strategy. What is often important for exploitive play is not how 
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the player plays in general but how the player plays against you. In a later chapter we will 
discuss counter-exploitation and how the process of opponent adaptation causes problems 
in exploitive play and eventually leads us to look for other solutions.  

• Players do not employ a single, fixed strategy over a longer period; they read books, talk 
to other players, and come to realizations on their own. Because of this, even a carefully 
honed read on an opponent’s strategy might become invalid in a fairly short period of 
time. Even such variables as a player winning for a while at a higher limit than he is used 
to playing might lead him to play more confidently and drastically change his strategy. 

• There is comparatively little opportunity to validate and confirm our hypotheses about an 
opponent’s play. For example, many hands are played in a similar manner by many 
different strategies. If a player plays one of these hands in the typical manner, it only 
slightly confirms a read on the player’s play. It is a rare circumstance where our read that 
forecasts a deviation from typical play is confirmed. In order for this to occur, our 
strategy read must predict a deviation from typical play with a particular hand or hands, 
the opponent must hold one of those particular hands, and we must somehow get direct 
information about the hand he held (usually through a showdown). Such an occurrence 
would be a powerful piece of confirming evidence-but this is rare. 

 
The human mind is quite adept at seeing patterns, even in random sequences. Many studies in 
the field of psychology have confirmed that people often describe underlying patterns in data 
presented to them, even when the data is randomly generated and no such pattern exists. As a 
result of this tendency, we should aggressively seek out information to confirm or contradict our 
hypotheses. But as we saw above, it is often quite difficult to obtain such information because 
there are not many chances to observe it. 
 
In this vein, we must also be careful not to assign confirming value to evidence that seems to be 
ran firming evidence but actually is not. For example, consider the case of a holdem player who 
folds each hand for the first few orbits, then plays a hand and at the showdown it turns out to be 
AA. Many players might take this as confirming evidence that this player plays tightly preflop. 
However, the fact that the player played AA is not confirming evidence of his tightness�in fact, 
it is only evidence that he was dealt AA. After all, all reasonable strategies would play AA 
preflop. The thirty hands he folded before are evidence of his preflop tightness; but the fact that 
the player played AA is not evidence that he is tight. Of course, it mates for a good story.., "This 
guy folded thirty hands in a row. Then he played a hand and it’s aces." But in fact, the fact that he 
played aces doesn’t add anything to the evidence available. 
 
Our discussion here may give the impression that we are quite negative on the process of reading 
our opponents’ strategies. It is not that we deem this process to be without value; instead, we 
believe that the high requirement for effort expended, and the sometimes dubious value of the 
information gained are in sharp contrast to the perceptions of many players, many of whom 
believe that they can quickly and accurately assess a reasonable player’s strategy based on just a 
few hours at the table with them. The process of characterizing a player’s play from the very 
limited data available often produces a vague sense of how a player might play without the 
attendant details that make exploitation extremely profitable. 
 
Reading Tells 
Many players tend to overvalue their ability to read a hand or spot a physical tell. This 
frequently occurs because we have selective memories about these types of things; we remember 
times when we had a dead read on someone’s hand, but forget times when we slightly surprised 
at the showdown. The authors try to train our intuition to accurately assess the value of tells 
observed. One method is called "the hand reading game." At the showdown of a hand in which 
we are not involved, just after the river betting concludes, we try to name the hand that one of the 
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players in the hand holds. Hitting the hand precisely is a �win,� while missing the hand is a 
"loss." By doing this, we can get a better sense of how often our reads are accurate and how 
often we’re simply wrong. After doing this exercise for a session, many players are surprised at 
how infrequently they can actually call then opponent’s hands and how often they are incorrect. 
 
With regard to tells, the additional information that we can gain from physical tells in terms of 
reading hands or strategies is of substantial value. However, we have some difficulties here 
(which are related to the difficulties we have examined so far). Like historical information, it is 
difficult to observe repeated confirming instances; there is the same parlay of having an 
appropriate hand, exhibiting the tell, and then providing confirming evidence in the form of a 
showdown. However, when we have a confirmed tell, this evidence can be extraordinarily 
valuable. Often, tells can be applied (in a slightly weakened form) by player classification 
correlation; that is, we observe a particular tell in a broad group of players, and therefore infer 
that an unknown player exhibiting the tell is in a similar situation to others who exhibit it. 
 
We can attempt to quantify some of these effects as well. Reading physical tells has much in 
common with diagnosing a disease, which is a fundamentally Bayesian process. We observe 
certain effects, and from these effects we attempt to infer the cause. A cold causes a stuffy nose 
and fatigue; amyotrophic lateral sclerosis causes the progressive loss of motor function. We 
observe these symptoms and try to ascertain their cause. In the same way, there is a cause and 
effect relationship between hand strength and tells. The player moves his chips in quickly 
because he’s excited about the strength of his hand; the player holds his breath when bluffing, 
etc. 
 
The skill here is in inverting the Bayesian network and accurately assessing what the a priori 
distribution looks like in order to properly interpret the new information. Cancer patients report 
fatigue-but a typical physician would not normally diagnose an otherwise healthy patient with 
cancer based on that symptom. Nor would his mind leap to that on the small list of possible 
causes; this is because there are many much more probable causes for fatigue. 
 
Suppose that A is an event, such as "has a bluff," and � is a tell that we have observed. What we 
are looking for ultimately is p( A | �), the probability that A is true, given that we observe �. We 
know from Bayes’ theorem (Equation 3.1): 
 ������ �

��� 
 ������  

 
and also from Equation 1.5: 
 ���� 
 �� � ���������� 
 
Hence,  
 ������ � ��������������� � 

 ������ � ��� 
 ������� 
 
We also know that ������ � ��� 
 ��� ���� � �� that is, the probability of �occurring is the 
probability of A and � occurring together plus the probability of A not occurring but �  
occurring. 
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This second term is very important; what it represents is the probability of a false positive. This 
is how often we observe this tell and it doesn’t have the meaning we ascribe to it. Tells that are 
very seldom false positives are very valuable, because the probability of A given T approaches 
100%. One example of this type of tell is when a player who has not yet acted fails to protect his 
cards and, for example, turns away from the table. This type of tell is almost never a false 
positive, because a player with a strong hand would not exhibit this behavior. 
 
Likewise, this leads to the error of a typical tell-reading practice; that is, ascribing meaning to 
tells that have alternate meanings that contradict the proposed meanings. Suppose we discuss 
why a player who pushes in his chips quickly might do that. Some arguments can be made on 
either side of this discussion-the player might have a weak hand and be attempting to look 
strong: he might be anxious to put his chips in because his hand is strong but vulnerable, and so 
on. The point is that even if the observation of the tell is very clear- that is, we can be quite sure 
we have seen this tell exhibited, the tell is of weaker value because the ���� � �� term is so 
large that our conditional probability isn’t dose to 1 or 0. 
 
The real problem that we want to solve here is a much more complex one. We want to find the 
probability of some event A, given a sequence of observations that includes some mixture of 
tells �n, some observed hands An, some unobserved hands, and some observed tell T for the 
current hand. But we lack many observations with which to accomplish this. Some players’ 
brains seem to do a better job of addressing these conditional probabilities than others-it is likely 
this effect that causes us to identify players with stronger "reading" abilities. 
 
On a more positive note for exploitive play, there are certain common types of players who play 
quite poorly about whom we can gain information easily and immediately. Some examples are: 
 

• Maniacs - We use the term maniac to describe players who play extremely loosely and 
aggressively in all situations, often playing very weak hands very aggressively and 
putting in extra bets and raises when it is dearly incorrect to do so. It should be noted that 
players who play very well are often mistaken for maniacs, especially in short-handed or 
very tight games, because they too play weak hands aggressively and tenaciously. 
Exploiting these players often requires identifying how they respond to counter-
aggression. If they back off when raised, then it is often correct to simply call with fairly 
strong hands, enticing them to bluff as many times as possible. On the other hand, if they 
ignore aggression or simply continue to bash away, then pushing strong hands is the 
proper exploitive response.      

• Rocks - We use the term rock to describe players who play extremely tightly and often 
quite passively, entering the pot only with very strong hands and generally failing to 
extract value from those hands. Rocks rarely bluff, preferring the safety of their strong 
hands. Exploiting rocks is essentially about stealing their blinds and stealing pots on the 
flop when both players miss. 

• Calling Stations - This term denotes a player who plays loosely but passively, often 
calling bets on many or all streets with weak hands or weak draws. Calling stations share 
the tenacity of a strong player, but fail to extract value from their hands appropriately. 
Exploiting calling stations is normally accomplished by value betting additional hands 
that are substantially weaker than the normal betting ranges, because these bets will now 
gain value against the expanded calling range of the calling station. 

 
The reason that these strategies are so easy to spot and characterize is that they reflect rather 
quickly in the primary sources of information we discussed earlier. While players who raise 8% 
of their hands in a given spot are virtually indistinguishable from players who raise 12% of their 
hands in that spot after 100 hands, it is easy to identify a player who raises, for example, 50% of 
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his hands. And in the case of a player who raises just one hand out of hundred, gets to showdown 
with it, and it happens to be a wired pair of aces, we can use Bayes’ theorem to make a 
conclusion about that player’s tendencies. Obviously, players play various strategies to degrees; 
the extreme maniac might simply be a raise-bot, who simply raises as many chips as he can at 
every opportunity. Such a player is relatively easy to beat. The more that the maniac tempers his 
aggression in spots where he is clearly the underdog, the closer he moves to playing well, the 
more difficult he Is to exploit, and the less valuable that exploitation is. 
 
Caution should be used, though, when we make a read that a player plays poorly based on one or 
two examples. There are many dangers inherent in this process. First, the player may have 
simply made an uncharacteristic bad play. Poker is a complex game, and all players make 
mistakes of one form or another. Second, the player may have improved from when you first saw 
the weak play. This occurs frequently, especially in situations such as online where we might 
make a "note" about a play we saw. Months later, attempting to exploit the player who may have 
improved a lot in that time is dangerous. Third, the play may not be as weak as you believe�this 
occurs often when people are faced with loose, aggressive play that is actually quite strong but 
does not conform to conventional ideas about preflop "tightness." By automatically 
characterizing loose aggressive players as weak, many players ignore a severe danger that costs 
them significantly, as well as setting themselves up for frustration at their inability to beat these 
"weak" players. 
 
The weaker the game, the more that players fall into easily exploitable categories. It is primarily 
in weak games that we think that the process of reading opponents’ strategies pays off the most 
by quickly identifying and exploiting players who play very poorly. In the case of players who 
play fairly well, without any very large leaks, we often consider it to be more efficient and 
profitable to spend energy on identifying leaks hi our own play and preventing ethers from 
exploiting us. 
 
Key Concepts 

• Maximizing EV by playing exploitively requires that we formulate accurate and useful 
information about the opponents’ distributions of hands and their strategies for playing 
those hands. 

• Some evidence we acquire is direct evidence-a hand revealed at showdown, for example. 
This evidence is extremely valuable because it is known to be true. 

• Indirect evidence, such as action frequencies, can also be a basis for inferences about 
play and strategy. 

• Reading tells is essentially a Bayesian process-the value of a tell is related directly to 
both its frequency and reliability. False positives reduce the value of a tell substantially. 

• Exploitive play reaches its maximum effectiveness against players who play very poorly. 
• Our ultimate goal in hand-reading is to incorporate all the information we can gather to 

find the probability distribution of hands that our opponent holds. 
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Chapter 6 
The Tells are in the Data: Topics in Online Poker 
 
Online poker has emerged as a major poker venue. Players of all skill and bankroll levels play 
online, and the increased pace of the game and the ability to play multiple tables makes it 
particularly attractive to skilled players as a vehicle for profitmaking. In this chapter, we will 
examine a number of ideas that differentiate online play from brick and mortar play, as well as 
scratching the surface of the important and difficult problem of reliable data naming. 
 
Online play presents a different set of information to be analyzed. 
 
Clearly, the most obvious difference at a glance between online play and traditional casino (brick 
and mortar) play is the absence or limited presence of physical tells. Instead of the large amount 
of information that could conceivably be gathered from the mannerisms and actions of a player 
at the table in brick and mortar, players are generally confronted with some sort of flashing icon 
or avatar. Pace of play can be an indication, but an uncertain one at best, as players often are 
distracted from the game by external factors that have no relationship to the contents of their 
hand. As a result, information based on betting patterns is the primary source for exploitive play 
online. This makes playing exploitively more difficult, particularly for players who rely on tells 
in the brick and mortar setting. 
 
Online play also produces an opportunity for information gathering that is unheard of in the brick 
and mortar world. Almost all of the online sites provide the ability to request via email or 
otherwise access detailed hand histories of all hands on a site, including (usually) hands mucked 
at showdown, all actions taken, etc. A player who is willing to request and process a large 
number of hand histories can rapidly build up a database on his own play as well as on his 
opponents. A number of commercial programs have been created to manage these hand history 
databases. 
 
The widespread availability of these programs is a major change in the way that players 
approach the game. Many of the difficulties with gathering strategy information, particularly 
small and unreliable sample sizes and perception bias, can be minimized because of the ability to 
look at real, complete data for a set of hands, rather than relying on memory- and the ability to 
classify on-the-fly as guides in characterizing opponents. Some commercial programs even 
provide support in-game, popping up statistics, such as preflop raise percentage, flops seen 
percentage, and so on, that have been gathered in the database over time on a particular player. 
 
This increased access to data does help to rectify some of the difficulties with gathering data, but 
at the same time we must not fall into the common error of assuming that since we can acquire a 
large amount of raw data, that the most difficult part of the analysis has been completed. In fact, 
this is quite untrue-gathering the raw data is almost always the easiest part of a data analysis 
project. In analyzing data we have gathered through processes like these, there is typically 
significant selection bias that makes gathering information about our opponent’s strategies 
difficult, hi addition, even what appears to be a relatively large number of hands is often quite 
insufficient to assess a particular situation- or there could be a significant bias in the hands you 
are viewing. 
 
For example, suppose that you are trying to identify from empirical data a win rate for a 
particular opponent, and you have gathered 10,000 hands on that opponent, how accurate will 
your sample mean be as a predictor? Ignoring for a moment the Bayesian aspects of the problem, 
suppose this opponent has been a break-even player over the course of the hand sample, with a 
variance of perhaps 4 BB2/hand. Then a 95% confidence interval on his win rate would be -0.02 
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big bets (BB) to +0.02 BB per hand. But if you are a winning player, then this is likely an 
underestimate of this player’s "true" win rate, since you won’t have gathered very much data 
from hands where you did not play. So his "overall" win rate against the field mould generally be 
higher than his win rate in all the hands where you are a player. 
 
This is a very important idea in mining data; the only player for whom you have an unbiased 
record of all play is you. Some groups (and even some commercial services) have attempted to 
gather a more global view of data; however, some sites have created policies against such   
behavior and even so, many hands are omitted. If the hands that are omitted occur randomly, 
then there shouldn’t be a very strong bias, but this is something to consider. 
 
The key to using the hand history data is in finding useful, unbiased statistics that can enable us 

to make accurate decisions. However, finding these statistics is non-trivial. For example, 
connsider a commonly cited statistic-�voluntarily p ut $ in pot %.� This a single percentage figure 
that indicates how often a player put money in the pot that was not a blind. This may serve as a 
very rough guide to a player’s looseness, but there are many factors that might influence such a 
number. One of the authors has a database of about 15,000 hands of his own play that has a 
"VPIP" over 50%; this is primarily because this play was largely headsup and three-handed. 
Playing so loosely in a full game would be highly unprofitable. 
 
But the difficulty of the requirement to make decisions quickly when playing online prevents us 
from very accurately assessing anomalies like the above. In addition, using a single number there 
neglects the problem of small sample size-that is, if we have observed 20 hands with a player, 
and that player has entered the pot 5 times, that is hardly the same thing as a player we have 
observed 2,000 times with 500 pot entries. Even with larger sample sizes, however, we must take 
care to understand the effect of position and to understand the nature of the data we have 
collected-players who frequently play in a mixture of shorthanded and full games create a 
murkiness about global statistics that Is difficult to overcome. 
 
This problem is exacerbated when trying to look at play on a particular street; it is quite difficult 
to find a methodology that does a good job of matching situations from historical hands to the 
current situation, giving higher weight to hands that meet the same profile as the current hand 
(number of players in, pot size, action sequence, etc). Clearly �% of the time  player bets on the 
turn� is a terribly misleading metric because it ig nores the context of the hand-the strength of 
distributions, the previous action, and so on. Such a statistic would only serve well in the most 
extreme of circumstances, such as when facing a complete maniac, for example. However, if we 
fit past data to the current situation, we often narrow the sample size too much to obtain 
information of any use. 
 
This is not to say that it is impossible to gain insight from studying hand histories-instead, it to 
say that it is decidedly non-trivial, and we have run into many players who think that it should be 
easy once the hand histories have been gathered to mine out meaningful information about their 
opponent’s play. We think that this overlooks the difficulties of data mining, and mat most 
players gain little additional advantage from trying to use these techniques. 
 
The major gain from hand history collection, in our view, is hi analyzing our own play. Here, we 
lack the biases that are present in our analysis of other players’ play as well as having the largest 
sample sizes and the most complete set of hands. In fact, we highly recommend to you if you 
haven’t already) to either obtain a commercial product or perhaps write your own program to 
gather and parse hand histories. This will enable you to analyze your own play in-depth, 
including the ability to subdivide play by hand, by position, by limit, and so on. 
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In doing this, it is generally possible to eventually drill any subdivision down to the hands that 
make it up; we find that anecdotally, occasionally looking at the way hi which we play our hands 
empirically on a one-by-one basis is helpful in understanding leaks or patterns of play. 
Additionally, by reviewing your play, you will likely find many mistakes that you didn’t know 
you made; that is, places in which you played hands in ways that you wouldn’t have thought you 
would. The gap between how we intend to play and how we play in practice is often much larger 
than we would believe. 
 
One of the best things (for the winning player) about online play is the pace of the game. Online 
play is fast! 
 
Gathering statistically significant data on your own play might take place in a matter of 
months rather than years online. 
 
Suppose that we want to know our win rate to within 0.01 BB/h with 95% confidence when our 
variance is 4 BB2/h2. Using equation 2.2, � = ���,we know that � = 2 BB/hand. Then we apply 
Equation 2.4, �	 � ���, and find that our standard deviation for N hands will be 2�� .Thus, 
2���= 0.005, or N= 160,000 hands to gatiher statistically significant data. 
 
Before online play, the Limit of hands that could be reasonably played on a sustained basis was 
something around 35 hands per hour. So suppose that a workaday professional played 2,000 
hours a year at 35 hands per hour. It would take him a little over two years to play this many 
hands. 
 
Online players can, with a small amount of practice, play as many as four (some report playing 
up to eight or twelve games at once). Supposing that hill tables get about 90 hands per hour, an 
online player can play approximately 350 hands per hour on average. Working the same 2,000 
hour year, the online player can play this many hands in just three months. The most obvious 
effect of this is that if a player’s win rate is the same per hand from brick and mortar play to 
online play, he can win as much as ten times as much money online. However, this is not 
necessarily possible. 
 
Online players often play better at comparable limits than their brick and mortar counterparts. 
 
There are a number of factors that contribute to this: 
 

• In order to sustain a poker economy that contains some winners and a rake, there must be 
a substantial number of net losers. Often, net losers have some breaking point, where they 
are no longer willing to continue to lose. In the brick and mortar setting, some net losers 
can play for quite a long time before reaching this breaking point. Online, due to many 
more hands being played, these players reach their thresholds and often quit much faster. 

• There are barriers, both psychological and practical, to being large losers at high limits 
online. It is typically necessary to get large sums of money onto the site through 
electronic means. Additionally, it’s harder to sustain the illusion that one is "doing all 
right" by not keeping records online than hi brick and mortar; the requirement to keep 
transferring more money is always present. 

• These two factors tend to keep the number of "whales" online smaller than it is in a 
comparable brick and mortar setting. Additionally, these effects also tend to weed out the 
weaker players who are modest losers. Players who are small net losers can often play 
with a little luck for a long time in brick and mortar. Online these players are bankrupted 
or pushed back down to lower limits much faster because they reach the long run more 
quickly. 
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• Players who are interested in profit at poker often prefer the online setting because they 
can play so many more hands. Only the biggest games in brick and mortar offer a 
comparable edge and often have much larger variance. Making money at poker is 
essentially a volume business, and players who are serious about making money can get 
the most volume online. 

 
As a result of all these factors, it is typical that an online game for a particular stake will be 
tougher than the comparable game in a brick and mortar casino. In summary, online poker 
provides a different type of challenge or opportunity for players; different skills are emphasized 
in the online setting compared to the brick and mortar setting. 
 
Key Concepts 

• Online poker presents a different set of information to incorporate into our hand and 
strategy reading process. Instead of physical tells, we are able to more accurately observe 
what happened at the table by analyzing hand histories. 

• It is sometimes possible to use hand history data to characterize our opponents’ play- 
however, small sample size problems can frustrate this effort. We can, however, use hand 
history data to analyze our own play very effectively. 

• Play online is generally tougher than corresponding play in a traditional casino because 
of the speed of play and psychological barriers that may not exist offline. 

• The only player for whom you have an unbiased record of all play is you. 
• Gathering statistically significant data on your own play might take place in a matter of 

months rather than years online. 
• Online players often play better at comparable limits than their brick and mortar 

counterparts. 
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Chapter 7 
Playing Accurately, Part I: Cards Exposed Situations 
 
Exploitive play is a two-step process. The first step is the processing of reading our opponents’ 
hands and strategies, which we discussed in Chapter 5. The second step is deciding on an action 
in light of the information from the first step. The process here is simply to calculate the EV of 
the various action options and select the one that has the highest expectation. 
 
In calculating the EV against our opponent’s distribution, we will consider each hand he can hold 
in turn and weight the EV values against his distribution. Since in each case we know his cards, 
and we are playing just a single hand against his known hand, we may be able to gain some 
insight by having the players simply turn their cards face up and examine the play from there. 
This may seem to be a frankly uninteresting game; in many cases it would be, with made hands 
betting while draws chase or fold depending on pot odds, as we saw in Chapter 4. But some 
interesting situations can arise where the correct play is neither obvious nor intuitive. 
 
Example 7.1 
Consider the following example: 
 
The game is $30-$60 7-card stud.  
Player X has: A� K� Q� J� T�  
Player Y has: A� T� 8�  5� 2�  
 
The pot contains $400. Player Y has only $120 in chips left; player X has him covered, How 
should the play go? 
 
In considering this, we can look at each player’s situation separately. For player X, the initial 
decision is between checking and betting. However, we prefer to characterize strategic options in 
a more complex manner that reflects the thought processes behind the selection. So instead of 
two options-checking and betting-X actually has five options: 
 
Check with the intention of folding to a bet.   (check-fold)  
Check with the intention of calling a bet.   (check-call)  
Check with the intention of raising a bet.   (check-raise)  
Bet with the Intention of calling a raise.   (bet-call)  
Bet with the intention of folding to a raise.  (bet-fold) 
 
X can select from among these options the one with the highest value. We present X’s options in 
this manner because the consideration of future actions on the same street is an important part of 
playing well. Many errors can be prevented or mitigated by considering the action that will 
follow when taking an initial action. 
 
We can immediately calculate the expected value of the fourth and fifth options. The expected 
value of betting if Y folds or calls is the same no matter what X’s intentions were if Y raises, so 
we can ignore those cases. If Y raises, there is no more betting on future streets, and the expected 
value of the bet-call option is: 
 
<X, bet-call> = (p(X wins)) (new pot size) - (cost of action on this street) 
 
The pot is currently $400; if both players put their remaining $120 in on this street, the new pot 
will be $640. Y will make a flush on sixth street 
 ���  of the time, and when he misses, he will 
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make a flush on the river 

���  of the rime. X cannot improve, so X’s chance of winning the pot 

is: 
 
p(X wins) = 1 - p(X loses) 
p(X wins) = 1 – {p(Y wins 6th street) + [p(Y misses 6th street)][p(Y wins river)]} 
p(X wins) = 1 - [(�
 ���� ) + (��� ���� )(��
 ���� )] 
p(X wins) = 65.16% 
 
So the expected value of X's bet-call option is: 
 
<X, bet-call> = p(X wins) (new pot size) - (cost of action)  
<X, bet-call> = (0.6516 )($640) - $120  
<X, bet-call> �  $297 
 
If X bets and folds to a raise, then his expected value is: 
 
<X, bet-fold> = - $60 
 
These are not the total EVs of adopting these strategies-however, the EVs of the cases where Y 
doesn't raise are identical, hence we can compare these directly. It's clear from this that X's 
strategy of bet-call has higher expectation than his strategy of bet-fold. We can therefore 
eliminate bet-fold from consideration as a possible strategy for X. This should be intuitive-after 
all, X has almost two-thirds of the pot! Folding in a fairly large pot when his opponent is merely 
drawing to a flush would be disastrous. 
 
In a like manner, we can examine the three options that begin with a check. If Y checks behind, 
then these three options have identical EV. If Y bets, then we have the following: 
 
<X, check-fold> = $0 
 
If  X check-raises and Y calls, then X's EV is the same as in the bet-call case where Y raised. 
And if X check-raises and Y folds, X's EV is even higher: 
 
<X, check-raise | Y calls > �  S297  
<X, check-raise | Y folds> = $460 
 
From this, we can eliminate the check-fold option. X can make more money by substituting the 
check-raise option for the check-fold option anywhere that he would play the latter. 
 
With simple analysis, we have eliminated three of X's possible strategies, leaving us with: 
 
check-call 
check-raise 
bet-call 
 
To go further, however, we must consider what Y will do if X checks or bets. Suppose that we 
take as our guess at Y's strategy that he will check behind if X checks, and call a bet if X bets. 
On sixth street, what will happen? If Y has made a flush, then all betting will end-X will no 
longer call any bets because he has no chance of winning the pot. If Y has not made a flush, the 
hand has simplified to the case we looked at in Chapter 4. X will bet and Y will call or fold 
based on pot odds-in this case, Y will call a bet. 
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Using this information, we can calculate the expected values of the three options for X. 
<X, check-call> = p(flush on 6th)($0) + p(flush on 7th)(-$60) + p(no flush)($460) 
<X, check-call> = (�
 ���� )($0) + (�
 ���� )(���� ���� )(-$60) + {1 - [�
 ����  + (�
 ���� )(���� ���� )]}($460) 
<X, check-call> = (�
 ���� )(���� ���� )(-$60) + (1 – �
 ���� �  (�
 ���� )(���� ���� ))($460)  
<X, check-call> �  $290.24  
<X, check-raise> �  $290.24 
 
The equity of check-raising and check-calling are the same because if X does check, Y will 
check behind, such that X doesn't get to Follow through with his call or raise intentions. 
 
<X, bet-call> = p(flush on 6th) (-$60) + p(flush on 7th)(-$120) + p(no flush) ($520)  
<X, bet-call> = (�
 ���� )($60) + (�
 ���� )(���� ���� )(-$120) + {1 - [�
 ����  + (�
 ���� )(���� ���� )]}($520) 
<X, bet-call> = (�
 ���� )($60) + (�
 ���� )(���� ���� )(-$120) + {1 - [�
 ����  - (�
 ���� )(���� ���� )]}($520) 
<X, bet-call> �  $308.43 
 
Based on this, then, X should bet. 
 
We have two final confirmations to make. Recall that we guessed at Y's strategy of checking 
behind X's check and flat calling X's bet. If Y bets behind X's check, X can simply flat call Y's 
bet and get $308.43. So Y does better by checking behind. We can calculate the EV of Y raising 
X's bet as well. Recall that we previously found that X's EV from the bet-call option when Y 
raised was $297. This is lower than $308.43; hence Y should instead raise. X can still do no 
better than his bet-call. 
 
So the play on fifth street goes (if both players maximize their EV"):  
 
X bets, and Y raises, and X calls. 
 
This may look a little odd, as the draw raises the made hand's bet. X (the made hand) bets and 
charges Y to draw-however, it is in turn correct for Y to raise, while a 2-1 dog to make his hand! 
This occurs because the stacks are limited -Y is all-in and can't be punished by more betting. 
Since he has odds to call on 5th street for the 6th street card alone, he might as well make sure that 
all the money goes in on 5th street, so that if he should make his flush on 6th street, he'll still get 
the last bet hum the straight. This is because his draw is open - that is, X knows when he is 
beaten. In cases where the draw is closed, X may still have to pay off on sixth if Y makes his 
flush. 
 
Example 7.2 
Next we have a different example with limited stacks. In this case we allow the starting stack 
sizes to vary and examine the effect of the initial stack sizes on the play. 
 
The game is pot limit holdem, but with a special rule that only pot-sized bets (or allin bets if the 
player has less than a pot remaining) may be made. We call this the rigid pot limit game; it is 
substantially simpler than the full pot limit game (where players may bet any amount between a 
minimum bet and the pot). 
 
Player X has: A�  A�   
Player Y has: 8�  7�   
The flop is:    9�  6�  2�  
 
(We'll ignore runner-runner full houses for the AA and runner-runner two pair for the 87s for the 
sake of discussion. Assume that on each street the 87 simply has 15 outs and either hits or docs 
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not.) 
We can immediately calculate Y's equity if the cards are simple dealt out: 
 
<Y> = 1 - p(miss twice) 
<Y>= 1 - (��� ���� )(���� ���� ) 
<Y> = 56.06% 
 
The pot contains $100, Player X is first to act. How should the play go for different stack sizes?  
 
Case 1: Small stacks. 
Let's first assume the stacks are $50. In this situation, player Y is the favorite if we simply dealt 
the cards out-he has 56.06% equity with his straight-flush draw. If Player X bets, then Yearly 
Player Y will call, yielding an EV of: 
 
<X, X bets-Y calls > = p(X wins) (new pot value) - (cost of bet)  
<X, X bets-Y calls> = [1 - p(Y wins)](new pot value) - (cost of bet)  
<X, X bets-Y calls> = [1 - 0.5606]($200) - $50  
<X, X bets-Y calls> = (0.4394) ($200) - $50 
<X, X bets-Y calls > = $37.88 
 
This is the equity of all the money getting in on the flop, no matter who bets first. It should be 
clear that if Player X checks, then Player Y can guarantee that X's equity is no greater than this -
number by simply betting. X will have odds to call, and this same equity will be achieved. 
 
If the play went check-check on the flop and Y failed to make a straight or flush (���

����  of the 
time) X could then bet the turn. In that case, X would have ��� ���� chance of winning. Y still has a 
clear call, getting more than 3 to 1 from the pot. X's equity, then is: 
 
<X, bet turn> = [p(Y misses flop)][p(X wins)(new pot value) - (cost of bet)] 
<X, bet turn> = (��� ���� )[(���� ���� )(200) - (50)]  
<X, bet turn> = $54.55 
 
This expected value is higher for X than the expected value when both players were all-in on the 
flop. And if it went check-check on the flop and Y did make his hand on the turn, X would 
simply fold. So X would prefer to have the action go check-check on the flop. 
 
However, Y knows this as well. Since Y can limit X's equity to $37.88 by betting, the action 
should go check-bet-call on the flop. Notice that Player X's equity in the pot based on the 
showdown value of his hand is actually ($100) (1 - 0.5606) = $43.94, so the post-flop betting 
here reduces his equity by more than $6. 
 
Case 2: Medium Stacks. 
 
Now let's assume the stacks are $400. Again, player Y has a small edge if the money goes all-in 
on the flop with 56.06% equity. 
 
If X bets, then Y has three choices-folding, raising all-in to $400 or calling $100. If he folds, 
then X's equity is $100. 
 
<X, bet; Y, fold> = $100 
 
If he raises all-in, then X's equity is: 
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<X, bet; Y raise > = p(X wins) (new pot value) - (cost of bet)  
<X, bet; Y raise > = [1 – p(Y wins)](new pot value) - (cost of bet)  
<X, bet; Y raise > = (1- 0.5606)($900) - ($400)  
<X, bet; Y raise > = (0.4394)($900) - $400 = - $4.55 
<X, bet; Y raise > = -$4.55 
 
If Y calls, then there are two things can happen: 
 
���

���� of the time Y hits and X loses $100 net. 
 <X, bet; Y call | Y hits> = $ -100 
 
���

����� of the time Y misses and the game simplifies to a pot odds game: 
<X, bet; Y call | Y misses > = p(X wins) (new pot value) - (cost of bet)  
<X, bet; Y call | Y misses> = (���

���� )($900) - $400  
<X, bet; Y call | Y misses> = $193.18 
 
At this point, X will bet $300 and Y will be forced to call with ��� ���� equity in the pot. X's EV in 
this case will be 
 
<X> = [p(X wins)](X's net when winning) - [p(Y wins)](X's net when losing)  
<X> = (��� ���� )($500) - (��� ���� )($400)  
<X> = $193.18 
 
so X's overall equity will be: 
 
<X, bet; Y call> = (��� ���� )(-$100) + ��� ����  ($193.18)  
<X, bet; Y call> = $95.45 
 
We calculated these EVs in X's terms-since this is a two player game and no one else can claim 
any part of the pot, Y can seek to either maximize his own expected value or minimize X's, and 
these will have the same effect. So it's clear that if X does bet $100, Y should raise all-in as this 
is the best of these three options. 
 
Alternatively, X could check. If X checks, then Y can check or bet. 
 
If Y checks, then again we have two outcomes. ���

���� of the time Y hits and X nets $0. ���
���� of 

the time, Y misses, and X bets the pot and is called. 
 
X's overall EV, then is: 
 
<X check; Y check> = [p(Y wins) (pot value to X)] + [p(X wins) (pot value to X-cost of bet)] 
<X, check; Y check> = (��� ���� )($0) + (��� ���� )[(���� ���� )($300 - $100)]  
<X, check; Y check> = $65.15 
 
Alternatively, Y can bet. If X raises all-in, he has -$4.55 again, while if he calls, he again makes 
$95.45. 
 
Summarizing these outcomes (EVs from X's perspective): 
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 Y's action    
X's action Check Bet Call Raise Fold 

Bet  $95.45 -$4.55 $100 
Check $65.15     
Check-raise $65.15 -$4.55    
Check-call $65.15 $95.45    
 
From this table, we can see that if X checks, the worst he can do is +$65.15 (Y checks behind,) 
So at this stack size ($400), the action should actually go check-check on the flop, Neither  
player can bet; if X bets, Y simply raises all-in and takes his edge on all the money, while if Y 
bets. X calls and gets the majority of the money in on the turn when he has a significant edge, 
Also notice that as the stacks have grown, X has gained because of the betting. In the small snack 
case, X actually lost money as a result of the betting (versus his showdown equity in the initial 
pot.) But here, X gains $65.15 - $43.94, or $21.19 from the postflop betting. 
 
Case 3: Deep Stacks 
The last rigid pot-limit case we'll consider is stacks of $1300, or three pot-sized raises. This time, 
let's subdivide the EV calculations into four subcases: 
 
Subcase a). No money goes in on the flop. 
Since neither player will raise on the turn, X's equity in this subcase is the same as the receding 
case when no money went in on the flop, or $65.15 
 
Subcase b). One pot-sized bet ($100) goes in on the flop. 
This subcase, too, is similar to the preceding with X's equity at $95.45. 
 
Subcase c). Two pot-sized bets ($400) go in on the flop. 
In this subcase, X's equity is -$400 in the case where Y hits on the turn. When Y misses, X bets 
$900 and Y calls. ���

����  of the time, X wins the pot and the rest of the time Y does. 
 
<X, 2betsonflop > = (��� ���� )(-$400) + (��� ���� ) [($2700)(��� ���� ) - $1300)]  
<X, 2betsonflop > = $346.21 
 
Subcase d). Three pot-sized bets ($1300) go in on the flop. 
In this subcase, A simply gets his showdown equity from the pot: 
 
<X. 3 bets on flop > = (1 - 0.5606) ($2700) - $1300  
<X, 3 bets on flop > = (0.4394) ($2700) - $1300  
<X, 3 bets on flop > = -$113.62 
 
We can formulate some logical rules for the players' play based on these equities: 
 

1) X will never put in the second bet on the flop. 
If he does, Y will raise all-in. obtaining subcase d), the worst outcome for X. 
 

2) Y will never put in the second bet on the flop. 
If he does, X will flat call and we have subcase c), the worst outcome for Y. 
 

3) X prefers subcase b) to subcase a) –  
If he has a choice between zero or one bets, he will choose one. 
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4) Y prefers subcase a) to subcase b) –  
If he has a choice between one and zero bets, he will choose zero. 

 
From these rules, we can obtain the strategies for X and Y. Neither player will put in the second 
bet. Hence, both players have the option to put in the first bet if they wish. Since X prefers this 
option, he will bet, and Y will call. This results in an EV for X of $95.45. It is worth noting that 
X's expected value from betting if Y folded is just $100. In this case X gains a lot of value from 
the postflop betting-in fact the value of his hand has nearly doubled from $43.94 to $95.45. 
 
When a made hand competes with a good draw, the draw generally does best by getting all the 
money into the pot as early in the hand as possible, while there are many cards to come. The 
made hand, by contrast, only wants to put in enough action such that he still has bets with which 
to punish the draw when the draw misses on the next street. In the case where where were only 
two bets left, if the made hand bet, the draw could get all-in. Instead, it's preferable for the made 
hand to delay betting so that he can extract value on the turn when the draw misses. But when 
three bets are left, the made hand can afford to bet the flop, knowing that the draw cannot 
prevent him from making a pot-sized bet on the turn. 
 
Change the hands slightly by reducing player Y's outs by one, to 14, and now if there are three 
pot-sized bets left, player Y has to fold despite being the favorite to win the hand. Not only is 
there a pot-sized bet on the turn (���

����  being less than ���
���� ), but also a pot-sized bet on the 

flop. 
 
To this point, we've considered only the rigid pot-limit case, where the only bet size allowed is a 
pot-sized one. But in real pot-limit, either player can bet any amount up to the pot-how does this 
change the expected equities? 
 
To examine this case, let's go back to the case where both players have two pot-sized bets 
remaining. 
 
Example 7.3 
The game is pot-limit holdem.  
Player X has:  A�  A�   
Player Y has:  8�  7�   
The flop is:     9�  6�  2�   
 
(Again, we'll ignore runner-runner full houses for the AA and runnier-runner two pair for the 87s 
for the sake of. discussion-assume that on each, street the 87 simply has 15 outs.) 
 
The pot contains $100, and both players have $400 in front of them. 
 
We've seen previously that X's EV from betting $100 is -$4.55, while his EV from betting $0. 
(checking) is $65.15. 
 
What if we allow X to bet any amount between those values? For example, suppose X bets $5. 
 
We know that the action on the turn is deterministic-if Y hits on the turn, there will be no more 
betting, while if Y misses, X will bet either the pot or all-in. As a result, we should be able 
to express X's overall EV as a function of how much money goes into the pot on the flop total). 
Let x be the amount of money per player that goes in on the flop (up to $100 - we will address 
the case where more than $100 goes in momentarily). The pot will be (2x+$100) on the turn. 
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X’s expectation is as follows: 
 

Outcome p(Outcome) <X> from outcome 
Y wins on turn 15/45 -x 
Y wins on river (30/45)(15/44) -x – (2x+100) 

X wins 1 – (15/45) – (30/45)(15/44) 3x + 200 
 
<X, x on flop> = (��� ���� )(-x) + (��� ���� )(���� ���� )(-3x - 100) + (1 – (��� ���� ) –  

    (��� ���� )(���� ���� ))(3x + 200)  
 
<X, x on flop> = (�� ��� )(-x) + (� ��� )(���� ���� )(-3x - 100) + ( � ���  - (�� ��� )(���� ���� )) (3x + 200) 
 
<X, x on flop> = (�� ��� )(-x) + (�� ���� )(-3x - 100) + (�� ���  - �� ���� )(3x + 200)  
 
<X, x on flop> = (-x/3) – 15x/22 - 500/22 + (���



�� )(3x + 200)  
 
<X, x on flop> = -x/3 - 15x/22 - 500/22 + 29x/22 + 2900/33  
<X, x on flop> = -x/3- 1500/66 + 7x/11 + 5800/66  
<X, x on flop> = 10x/33 + $65.15 
 
We can check this by comparing our values from the last analysis; <X. $0> = $65.15, and also 
<X, $100> = $95.45. This expression for <X, $x> is only valid for values from $0 to $100. 
Above $100, X can no longer bet the entire pot on the turn because the stacks are too small. 
Therefore, for values of x from $100 to $400: 
 

Outcome p(Outcome) <X> from outcome 
Y wins on turn 15/45 -x 
Y wins on river (30/45)(15/44) -400 

X wins 1 – (15/45) – (30/45)(15/44) 500 
 
<X, $x> = (��� ���� )(-x) + (��� ���� )(���� ���� )(-400) + (1 - ��� ����  - (��� ���� ) (15/44) (400) 
<X, $x>= (�� ��� )(-x) + (�� ���� ) (- 400) + (�� ���  - �� ���� )(400)  
<X, $x> = (-x/3) + (�� ���� ) (- 400) + (�� ��� �- �� ���� ) (500)  
<X, $x> = -x/3 + $128.79 
 
For x = $400, for example, we get -$4.55 from this expression. 
 
So now we have a two-part function that is X's EV for x getting into the pot on the flop: 
 
x on [$0, $100]:  <X, $x> = 10x/33 + $65.15 
so    <X, $0> = $65.15 and <X, $100> = $95.45 
x on [$100, $400]:  <X, $x> = -x/3 + $128.79 
so    <X, $100> = $94.45 and <X, $400> = - $4.55 
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Figure 7.1. X's equity in Example 7.3 for various pot sizes 
 
So let us again consider the case where X bets $5. Y has an infinite number of choices of raise 
amounts, but now that we can see the behavior of X's EV function, it is easy to discard many of 
the choices. Y can make it a total of $10 to $115, but if he chooses any value from $10 to $100, 
he simply adds to X's EV. Likewise, he can choose any amount from $100 to $115, but since all 
the additional money above $100 decreases X's EV, Y would choose to raise to $115 if he were 
going to raise an amount about $100. 
 
So all that is left is to compare X's EV on these two actions: 
 
<X, $x > = 10x/33 + $65.15 
<X, Y calls $5 > = (��� ���� )($5) + $65.15 
<X, Y calls $5 > = $66.67 
<X, Y raises to $115 > = (-��

��� )($115) + $128.79 
<X, Y raises to $115 > = $90.46 
 
Thus, Y will choose to simply call $5. 
 
By betting $5, X has increased his equity by $1.50. Up to some point, for each dollar X bets he 
gains ��� ���� of a dollar in equity, If he bets $10, Y will again choose to call, but his equity is 
increased an additional $1.52 to $68.19. In fact, X can continue to bet larger and larger amounts 
until the values from Y's two options are equal. This will be the point at which X‘s expectation is 
maximum. When X bets the critical amount, Y has two options: to make the amount that goes 
into the pot $x, or to make a pot-sized raise and make the amount that goes into the pot (3x + 
100). 
 
<X, Y calls x> = <X, Y raises to (3x + 100)> 
���

����  (x) + $65.15 = - 1/3(100+3x) + $128.79 
���

����  (x) = - x + $30.30  
x = $23.26 
 
This is the proper amount For X to bet; it maximizes his expectation. No matter what action 
takes, X is guaranteed at least $72.20 in expectation: 
 
<X, x = $23.26 on flop> = ���

���� �� + $65.15 = $72.20 

����� I --------- 1 ----- - - -  1 --- - - - - -  '  - - - - - - - - -  '  

$0    $50   $100  $150  $200  S250  $300  $350 $400 pot size 
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The upshot of all tills is that the stack sizes are of critical importance in determining how to play 
even when the cards are faceup. Additionally, as we can see from the results we obtained, deeper 
stacks favor the made hand because they allow the made hand to punish the draw on the turn 
when he misses. This runs somewhat counter to the usual wisdom about draws and made hands, 
which holds that draws benefit from deeper stacks and implied odds. 
 
Another important concept from these examples is the following: 
 
Good draws benefit a great deal from getting all the money in the pot early in the hand.  
 
Example 7.4 
Let's look at a common no-limit case.  
No-limit holdem.  
Player X has: A�  K� .  
Player Y has: Q�  Q� . 
 
It is preflop. Player Y posted a blind of $100. The stacks are $800. 
 
Let's say that the hands are revealed sequentially, such that player X sees his AK first, acts, and 
then player Y reveals his queens. Assume that player X raised to $300 (an arbitrary but 
reasonable amount). What should player Y's strategy be? 
 
AK benefits from seeing all five cards- it will only pair a third of the time on the flop, but will 
win 43% over all against QQ. The deeper the stacks, then, the more that the AK should want to 
get all the money in and the QQ should try to see the flop and push the AK out after the Hop if 
no A or K flops, right? 
 
Wrong. 
 
First, let's look at the shallower stacks: 
Y with QQ is more than a 57% favorite; if he raises to $800, player X will be forced to call, 
getting 3 to 2 on his money. Raising to some lesser amount will not be better, as X can simply 
reraise to $800 to guarantee his equity mere. Jamming costs Y $700. 
 
<Y, jam> = (0.5717) ($800 + $800) - $700  
<Y, jam> = $214.72 
 
On the other hand, let's say that Y with QQ calls. Then there will be $600 in the pot. The flop 
will contain an ace or a king but no queen about 30% of the time. In these cases, X with the AK 
can simply jam the flop, and Y will fold. The remaining 70% of the time, Y with the QQ will 
jam and X will fold with the AK. 
 
<Y, call> = p(A or K flops) (Y loses his call) + p(A or K doesn't flop) (pot size)  
<Y, call> = (0.3) (-$200) + (0.7) ($400)  
<Y, call> = $220 
 
So Y does slightly better here by calling and seeing if X hits the flop, then jamming if the AK 
misses. 
 
Increase the stacks to $1800, however, and now the tables are turned; 
 
<Y, jam > = (p(Y wins)) (pot size) - cost of jam 
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<Y, jam > = (0.5717) ($3600) - $1700  
<Y, jam > = $358.12 
<Y, call > = still $220 
 
So Y does much better by jamming immediately. 
 
This runs counter to many players' intuitions about how the QQ/AK matchup might play out -
with deep stacks, the QQ wants to get all the money in because of its significant equity 
advantage, while with shallower stacks it prefers to push the AK out of the pot on favorable 
flops. This conclusion is a little artificial-here the QQ can fearlessly push all his chips in the pot 
because he knows he has the advantage. In real holdem, however, he must fear AA or KK, and 
so he can't play in quite this way. However, many players overvalue seeing the flop, forgetting 
that their hand is not a simple ''coin flip," but a substantial favorite over AK. 
 
Going back to our original hypothesis that the action on each street should go "the made hand 
bets, and the draw either calls or folds depending on whether it has pot odds," we've seen that 
there are a number of situations where this is not at all the case. In pot-limit, for example, the 
size of the remaining stacks has a profound impact on the proper strategy for each player, and 
this is true in limit as well. In no-limit we saw a case where the stack sizes were integral to 
deciding whether to jam or just call. 
 
Despite the occasionally interesting situations that occur in games where cards are exposed, you 
are unlikely to happen upon such a game. We present these situations, however, as primer 
material for the cases to follow; all the hand-reading skills in the world are of no use if one 
cannot play accurately when the cards are face-up, and while principles are often valuable as 
rules of thumb, recognition of situations where play might deviate from what is intuitively 
apparent can be worth equity. 
 
Key Concepts 

·  Even when playing with the cards face-up, counterintuitive situations can occur. 
·  When considering the last raise all-in, draws should consider being more aggressive than 

is indicated by simple pot odds analysis. Further betting cannot hurt them and the made 
hand cannot get away if the draw hits when the money is all in. 

·  Stack size is of critical importance in big bet poker; even with the cards face-up changing 
the stacks changes the nature of the play drastically. Situations can even occur where the 
favorite has to fold to a bet from the underdog because of the potential for betting on later 
streets. 

·  Good draws (those which have close to 50°/o equity in the pot) benefit greatly from 
getting all the money in on the flop. However, if they cannot get all the money in (or 
enough that they cannot be hurt by later betting), they prefer to get as little as possible. 

·  Made hands often want to carry through a full bet for a later street when playing against a 
draw because of the heavy value extraction that can occur when the draw misses. 
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Chapter 8 
Playing Accurately, Part II: Hand vs. Distribution 
 
Concealed hands make for a much better game: hence the popularity of poker games with hidden 
information. We now consider situations where only one hand is revealed, while the other hands 
are some sort of distribution. For these cases we can use the expected value techniques 
previously discussed to arrive at the best play, if we can come up with an accurate 
characterization of the opponent's strategy. For the time being, we will not concern ourselves -
with our opponent's changing strategies, but simply assume that we are able to estimate reliably 
how he will play his various hands. We will return to the idea of players adapting their strategies 
and the value of an entire distribution changing as the result of different strategies with 
individual hands at length in later chapters. 
 
But before we get too deeply into analyzing particular games, we can discuss a concept that 
plays a valuable role in attempting to analyze games of more complexity. This concept is of 
particular value in games such as holdem. Frequently, two hands put in some action before the 
flop, and then one or the other of the hands calls while there are still a significant amount of 
chips to play with postflop. When the play stops with a call in this manner, we frequently want to 
know what the expectation for the hand will be for both players in order to compare that 
expectation with the expectation of, for example, raising again. 
 
This value has two components; one is what we frequently call showdown equity, which is the 
expectation that each hand has if we simply stopped the betting right now and dealt all the cards 
out immediately. The other is what we call ex-showdown equity, the expectation that each hand 
has in the post-flop betting. Ex- is a Latin prefix meaning "outside"—hence ex-sbowdown equity 
is the equity outside of the current pot. The sum of these two values is the total expectation a 
player has in the pot. These two values are actually related because they are both dependent on 
the strength of the distributions that each player holds. It's quite possible for a player's showdown 
equity to be positive while his ex-showdown equity is negative. One example of this is if a 
player holds an extremely weak draw and his opponent bets. His showdown equity is equal to his 
chance of whining times the pot before the bet. However, since he must fold, his ex-showdown 
equity is actually the negative of that value since he is losing), making his total equity from the 
hand zero. 
 
We would love to be able to project out the entire play of the hand over all possible boards and 
the players' strategies in order to see what the EV of playing the hand out in that manner would 
be. Unfortunately, this is a fairly intractable problem, especially at the table. What we try to do is 
train our intuition to guess at these equities within a certain band. For example, consider a hand 
where both players' distributions are approximately equal and both players of equal skill. Then 
the showdown values will be equal, and the most important influence on the ex-showdown value 
for these two players will be position; the player who has the button will have a higher ex-
showdown value than the other because of his positional advantage. 
 
Oher types of situations might change this; for example, consider a situation where one player is 
known to hold a quite strong distribution, such as [AA, KK, QQ, AK] and the other player holds 
a random hand. In this case, the player with the strong distribution will have much higher 
showdown equity than his opponent. However, his advantage ex-showdown will be smaller than 
if he held one of those hands in a situation where he could hold a wide distribution. We can also 
state the equity of a particular hand within a distribution. For example, assuming a typical 
button-raising range in limit holdem, it might be the case that against a strong player in the big 
blind, holding aces on the button might be worth as much as four or five small bets ex-
showdown. 
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When analyzing games where players might call preflop, we often refer to a player having "X% 
of the pot" after the call. In some cases, such as when the money is all-in preflop, this is strictly 
showdown equity. In other cases, however, we are trying to capture the effect of future betting 
on the players’ expectation. We will see an example of this in a moment. 
 
Many types of exploitation are quite straightforward. For example, against an opponent who   
bluffs too often on the end, the most profitable play is to call with additional hands that can beat 
only a bluff, while against opponents who fold too often to bets on the end, the highest 
expectation play with weak hands is generally to bluff. We looked at an example of this type at 
the outset of Part II, These cases are rules of thumb that often adequately represent the 
expectation analysis appropriate to those situations. We can analyze more complicated situations, 
however, by simply applying a methodical approach-evaluate the EV of each potential strategy, 
and choose the one that is the highest. 
 
Example 8.1 
We're the big blind in a $5-$10 blind no-limit holdem game. The button, a player we know well, 
has about $200 in front of him. It's folded around to him and he opens for $30. The small blind 
folds. 
 
We know the following things about the button (through the magic of toy game technology): 
 

·  The button's raising distribution here is {22+, A2+, KT+, K9s+, QTs+, QJ+, JTs, T9s}. 
·  If we jam (re-raising $170 more), he will call with AA-JJ and AK and fold all other 

hands. 
 
If we call, we can expect to have some portion of the pot, depending on how many hands we call 
with. If we called, for example, with the same range of hands that he is raising, we could expect 
to have approximately 45% equity in the resultant pot (the shortfall due to position) from the 
postflop play. 
 
What is our maximally exploitive strategy? 
 
The opponent will raise with a total of  ���

���
�  hands: 
 
6 ways to make each of thirteen pairs = 78  
16 ways to make each of twelve ace-high hands = 192  
12 ways to make each of four other unsuited hands = 48  
4 ways to make each of eight other suited hands = 32 
 
He only calls, however, with 40 of those hands. These proportions are influenced slightly by 
card removal effects (if we hold an ace, he has fewer ways to make AA, etc). This is the basic 
proportion, and we will use it in this analysis. 
 
We are risking $190 (the remainder of our stack after posting the blind) to win the $45 in the pot. 
If we simply jam with all hands, we will win the pot immediately ��� ���� �) times, or 88.57% of 
the time. In addition, when we are called, despite having poor equity in the pot, we do still win 
sometimes. The equity of our random hand against his distribution of AA-JJ and AK is about 
24.95%. Note that even against a very strong range, we still have nearly a quarter of the pot with 
two random cards. 
 
This results in an overall EV for this jamming play of: 
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<jam> = [p(he folds)) (pot) + (p(he calls)) (p(we win) (new pot) - cost of jam)  
<jam> = (0.8857) ($45) + (1 - 0.8857) ((0.2495) ($200 + $200 + $5) - $190)  
<jam> = $29.69 
 
This is a fairly important point. We have positive equity by simply jamming any hand here, no 
matter how weak. Our opponents strategy has a significant flaw; he folds too often to reraises. 
 
We can also look at specific hands-take for example, 32o. Against {JJ+. AKs, AKo}, 32o has 
21.81% of the pot. 
 
Then our EV of jamming is: 
 
<32o, jam > = (p{he folds))(pot) + (p(he calls))p(we win)(new pot) - cost of jam)  
<32o, jam > = (0.8857) ($45) + (0.1143)(($405)(0.2181) - $190)  
<32o, jam > = $28.24 
 
We can contrast this to calling, where we call $20 and wind up with some percentage x of the 
pot. 
 
<call> = x(new pot) - cost of call  
<call> = x($65) - $20 
 
In order to make calling as good a play as jamming with any specific hand, this EV has to be 
greater than $29.69. 
 
x($65) - $20 > $29-69  
x > 76.45% 
 
It should be clear that no player, no matter how impossibly gifted, has more than 76% of the pot 
postflop with a random hand out of position against a button raiser. 
 
But what about the case where we have aces in the blind? Holding two of the aces makes some 
significant difference in the hands that are raised, so we adjust the calling frequency using Bayes' 
theorem. After adjusting for the card removal by removing two aces from the deck, the button 
raises 249 hands and calls with just 27 of them, folding ��� ����  . Against his calling hands, our 
equity is much higher - 83.43%. 
 
<AA, jam > = p(he folds)(pot) + [p(he calls)][p(we win) (new pot) - cost of jam)]  
<AA, jam > = (���� ���� �)($45) + (�� ���� �)((.8343)($405) - $190))  
<AA, jam > = $56.16 
 
To make calling with aces correct, we need at least x% of the pot where: 
 
X($65) -$20 > $56.16  
x>117.20/o 
 
It is not impossible that this could be the case, especially against an opponent who is aggressive 
postflop. But this is the very best case out of all the possible hands that we could hold. 
 
So, in summary of this example, jamming with any hand is a substantially stronger play against 
this type of button raiser than either folding or calling. This holds except when the blind has a 
very strong hand; in which case it's likely close, depending on how well the players play 
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postflop. 
 
What this type of analysis leads us to are the flaws in our opponents' strategies—the place where 
they give up ground. In the above example, the flaw in the button raiser's strategy was that he 
raised with a wide range of hands but surrendered too often to reraises. In truth, the only way to 
be sure that this is the case is to do an EV analysis as above, but at the table, it is fairly easy to do 
off-the-cuff analysis such as the following: 
 
"This guy is raising 25% of his hands, but he's only calling with few. If I jam, I'm putting in 
about 4 pots to win 1. If he calls me less than a fifth of the time, I'm making money on the jam 
immediately, and sometimes I'll win when he calls too!" 
 
Finding the weaknesses in opponents' strategies is the core of exploitive play. In the above case, 
it was an imbalance between the number of raising hands and hands that would stand a reraise in 
the button player's strategy. This imbalance created the opportunity for exploitation by an aware 
big blind, who could profit by jamming with any two cards. If the button player wanted to 
prevent this type of exploitation, he would need to do one of two things. He could cither tighten 
his initial raising requirements or loosen the range of hands with which he would call a jam from 
the big blind. 
 
Another way to exploit one's opponents is to take advantage of advantageous flops that don't 
appear to be so at first glance. 
 
Example 8.2 
Consider the following situation in a limit holdem game: 
 
You are dealt 99 under the gun in a full game and raise (stipulate that your distribution of hands 
for this action is AA-99, AK, AQ, and AJs). A player several seats to your left reraises (you 
judge his distribution to be AA-TT. AK and AQs), and the field folds. You call. 
 
The flop comes A72 with no suits. Your estimation of the other player's likely strategy for 
playing the hand from the flop on is roughly as follows: (We'll ignore the possibility of hitting a 
set on the turn for simplicity) 
 
If you check the flop, he will bet the flop with all hands. 
 
If you bet the flop, he will call with all hands. 
 
If you check-raise the flop, he will call the check-raise with all hands. 
 
His turn strategy is as follows: 
Your flop 

action 
Your turn 

action 
     

  AA KK/QQ JJ/TT AK AQs 

Check-raise       

 Bet Raise Fold Fold Raise Call 

 Check-call Bet Bet Bet Bet Bet 

 Check-raise Bet/Reraise Bet/Fold Bet/Fold Bet/Call Bet/Call 

Check-call       

 Bet Raise Call Call Raise Raise 

 Check-call Bet Check Bet Bet Bet 

 Check-raise Bet/Reraise Check Bet/Fold Bet/Call Bet/Call 
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What is your plan? 
 
A typical thoughtful player would begin by noting that given the action and distributions -
stipulated, 99 is never ahead, and against ail the hands in the opponents distribution, has just two 
outs to improve. This fairly bad situation seems to argue for check-folding as the proper course 
of action. 
 
But a stronger method of evaluating the problem is to consider the comparative equities of 
different types of strategies. The check-fold strategy clearly has an EV of 0, so that's a baseline 
against which we can compare other strategies. 
 
First, we should consider how many hands of each type the opponent will hold. Given our hand 
and the flop, the opponent holds the following hands with the given frequency: 
 
AA:    � ���  
KK, QQ, JJ, TT:  
 ���  for each pair  
AK:    �� ���  
AQs:    � ���  
 
Let's consider just a few candidate strategies: 
 

1) Check-folding the flop. 
2) Check-calling the flop and check-raising the turn, giving up if the opponent pushes back 

or stays until the river. 
3) Check-raising the flop and playing aggressively through the turn, giving up if the 

opponent pushes back or stays until the river.  
4) Betting out on the flop and turn. 

 
Strategy 1) has an EV of 0. 
 
Strategy 2) performs as follows against the opponent's hands: 
 
vs AA, AK, AQs: -5 small bets 
vs JJ-TT: +10.5 small bets (7.5 from the pot, one on the flop, two on the turn)  
vs KK-QQ: -3 small bets 

<strategy 2> = p({AA, AK, AQs})(-5) + p({JJ, TT})(10.5) + p({KK, QQ})(-3) 
<strategy 2> = (� �� )(-5) + (� �� )(10.5) + (� �� )(-3) 
<strategy 2> = 0 

 
Strategy 3) performs as follows against the opponent's hands: 
vs. AA, AK, AQs: - 4 small bets  
vs. KK-TT: +9.5 small bets 

<strategy 3> = p({AA, AK, AQs})(-4) + p({KK, QQ, JJ, TT})(9.5) 
<strategy 3> = (� �� )(-4) + (� �� )(9.5) 
<strategy 3> = 3.71 

 
Strategy 4) performs as follows against the opponent's hands: 
vs AA, AK, AQs, KK, QQ: -3 small bets  
vs JJ, TT: +8.5 small bets 

<strategy 4> = p({AA , AK, AQs, KK, QQ})(-3) + p({JJ, TT})(8.5) 
<strategy4> = (�� ��  )(-3) + (� �� )(8.5) 
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<strategy 4> = 0.29 
 
So interestingly enough, the immediately intuitive solution seems to have the worst EV of any of 
these possibilities! 
 
The clear winner, however, is the strategy of check-raising the flop and betting the turn. And the 
value of this strategy (given this strategy by the opponent) is almost 4 small bets! Against an 
opponent who plays this way, it is a gigantic mistake to check and fold on the flop in this 
situation; we know this because we calculated the equities. But why, intuitively, is this strategy 
so good? 
 
The re-raiser has made the pot six bets before the flop. Post-flop, however, when an ace flops, he 
is folding more titan half his hands to only four bets worth of aggression. The original raiser is 
putting in four small bets to win six and the re-raiser is folding more than half the time. What's 
happened here is that a flop that appears at first glance to be poor for the nines (and which would 
be if the hands were face up) is actually a strong one because of the shape of the re-raiser's 
distribution of hands and the way in which he will play those hands. If the re-raiser wanted to 
prevent this type of exploitation, he would need to call down with hands such as KK and QQ 
instead of folding them. 
 
Example 8.3 (Example 5.1 revisited) 
As a final example of this process of attempting to maximize EV, we return to the stud eight or-
better hand from Chapter 5 (Example 5.1). 
 
To recap the hand: 
We:   (5� A� ) 4�  8�    J�  A�   
Opponent:  (??) 6�  T�  K�  3�  
 
The antes are $5, and the limits are S30-60. There is $345 in the pot and we are first on sixth 
street. We have narrowed the opponent's range to the following hands: 
 
AA   -1 
Q�  Qx   -3 
Qx Qy   -3 
J�  Jx   -2 
Jx Jy   -1 
X�  Y�   -6 
 
We consider the play against each of these hands in turn. In each of these cases, we consider the 
most likely way the play will go, assuming that there are not many branches of equal value. The 
strategy on later streets here is a little more complicated in practice with very strong players 
because of small fractions of semi-bluff raises and so on. We will also ignore the check-raising 
possibility; this hand in this position should almost certainly not check raise. 
 
As we proceed through the cases, there are a fair amount of places where we speculate as to how 
the action will go on later streets. It is often not that easy to predict the shape of future action, 
and so a lot of estimates will be made. However, as long as we do not introduce a systematic bias 
toward overestimating or underestimating our equity, the various errors introduced by these 
speculations should at least partially balance each other; each error is individually quite small in 
the whole scheme of the hand. 
 
Against AA: 
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When deciding whether to bet against a hand of approximately the same strength as our own, one 
important consideration is that often the hand result is the same either way. If we bet, it would 
seem overly aggressive for the opponent to raise with AA, since we could already have a low 
made, in which case we're freerolling to scoop (perhaps with a wheel draw). In that case we 
could also immediately re-raise for value. So if we bet, it seems clear that AA should simply call. 
But if we check, the hand with aces and a flush draw will bet; so it doesn't matter what we do. 
One bet goes into the pot in either case. This situation occurs often between hands of 
approximately equal strength. 
 
<bet> = <check> 
 
Note that we're not really interested in what the absolute expectations of the various actions are; 
we're primarily interested in the difference between the candidate actions. It should be fairly 
clear that we have enough equity in this situation that we don't want to fold, so all we need to pay 
attention to is the difference in expectation between the two reasonable actions. 
 
Against Q�  Qx and J�  Jy: 
 
Now we have the best hand for high and the best draw for low. If the game were stud high, 
where there was no low possibility, it would be clear to bet and extract value from the draw. But 
the situation here is much stronger, as even if the flush comes in or the opponent makes two pair, 
we still have 12 out of 39 remaining cards that give us half the pot. So this case seems clear; we 
should bet and the opponent will call with his fairly strong high draw. We can likely use the hand 
equities as a proxy for the total equities, including betting on the river. Occasionally the 
opponent will make a flush and a better low or we will miss our low. Against Q�  Q� , we have 
about 70% equity in the pot. 
 
<bet> = p(win)(new pot value) - cost of bet 
<bet> = (0.70) ($345 + $120) - $60 
<bet> = $265.50 
<check> = p(win)(pot value) 
<check> = (0.70) ($345) 
<check> = $241.50 
 
for a expected gain of approximately S24 from betting. 
 
Against Qx Qy and Jx Jy: 
 
In this case, we are against an even worse hand. This is the same as the previous situation, but 
with no flush draw. 
 
This case is even clearer; we should bet. Now the opponent has a difficult decision about 
whether to fold or not. He would consider our possible distribution of hands (aces up, aces with a 
low draw, a made low with only a weak high draw, etc.). But with the strong likelihood that we 
have made at least a pair of aces, the opponent will probably have to fold in this case. If we had 
checked, the opponent will probably call all the time on the river, figuring us for perhaps a pair 
lower than aces. 
 
<bet> = $345 
<check> = p(win)(new pot value) - cost of bet  
<check> = (0.85)($345 + $120) - $60 
<check> == $335.25 
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Here we gain about $10 by betting because we are able to claim the entire pot immediately rattier 
than allowing the opponent to draw. 
 
Against X�  Y� : 
 
In this case, if we bet, we have the difficulty. The opponent has a made flush and a low draw, so 
he will raise. Now we have to consider calling, hi all likelihood, our low draw and the chance 
that the opponent is semi-bluffing will tip the scales toward calling. However, it's dear that 
against this hand, we do not wish to bet. If we check, of course, the opponent will bet. On the 
river, in either case, we will call if we hit the low draw. Occasionally we will still be scooped 
when the opponent wins low anyway. So in the betting case, we will put in two bets on sixth 
street and one on seventh when we hit a low card or aces up, and just two bets on sixth when we 
miss completely. 
 
We have about 13% equity against the opponent's hands when we hit a calling card. Our calling 
cards are two aces, three of each card from deuces through eights, and three jacks. We fold on 
two tens, two kings, and four queens. So �


���  of the time we have the following equities: 
 
<bet> = p(win)(new pot value) - cost of bet  
<bet> = (0.13}($345 + $360) - $180  
<bet> = - $88.35 
<check> = p(win)(new pot value) - cost of bet  
<check> = (0.13) ($345 + $240) - $180  
<check> = $43.95 
 
And the following occurs the other 


���  of the time: 
 
<bet> = - $120  
<check> = - $60 
 
Weighting these by their probabilities, we have: 
 
<bet> = p(don't hit calling card) (bet equity) + p(hit calling card) (bet equity)  
<bet> = �
 ���  ($-88.35) + 
 ���  (- $120)  
<bet> = - $95.80 
<check> = p(don't hit calling card) (check equity) + p(hit calling card) (check equity)  
<check> = �
 ���  ($-43.95) + 
 ���  (-$60)  
<check> = -$47.73 ~ - $48 
 
Summarizing all of these possibilities: 
 

Opp. Hole Cards Probability <Bet> – <Check> Weighted EV 
AA 1/16 + 0 

Q�  Qx or J�  Jx 5/16 +$24 $7.50 
Qx Qy  or Jx Jy 4/16 +1$0 $2.50 

X�  Y�  6/16 -$48 -$18 
Total 1  -$8/hand 

 
So it turns out, in this analysis, that betting is actually about $8 worse per hand than checking in 
this spot! Now we could add additional hands in our "lost his mind" category; for most of these 
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hands, we are better served by betting than by checking. But any reasonable distribution of hands 
will still result in the finding that the “automatic” bet that would be made by many players is 
actually worse than the alternative strategy of checking. 
 
This example had many assumptions throughout. You may disagree with our characterizations of 
how players would play, what outcomes we could expect, and so on. The central point here is not 
to quibble over the play of a specific stud eight-or-better hand. Instead we presented it first under 
the topic of hand reading, to show the Bayesian framework by which a hand unfolds, and how 
appropriately adding each newly revealed piece of information throughout a hand, making the 
proper inferences based on the streets that have gone before, and forecasting what the action will 
be on later streets, can provide information. We then continued the example under the topic of 
accurate play and used that information to make a correct EV analysis of our hand against the 
assumed distribution our opponent held. 
 
Key Concepts 

·  After the process of hand reading and strategy reading is complete, we can take the 
information gathered by those processes and make decisions about which actions to take 
by comparing the EV of different actions. 

·  Identifying the weaknesses in our opponents' play qualitatively will often help us to 
identify the right exploitive play even if we cannot do all the calculations at the table. 

·  Developing intuition for situations that commonly call for exploitation is extremely 
helpful in playing exploitively at the table. 

·  When our opponents hold distributions of hands, often we will want to take different 
actions against their different hand types. Weighting our expected values by the 
Bayesian-adjusted probabilities that they hold each hand type can allow us to make an 
accurate decision, even against their entire distribution of hands. 

·  Showdown equity is the expectation that each hand has if we simply stopped the betting 
and dealt all the cards out immediately. Ex-showdown equity is the expectation that each 
hand has in the post-flop betting. 
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Chapter 9 
Adaptive Play: Distribution vs. Distribution 
 
In the preceding four chapters, we have laid out a straightforward approach to playing single 
hands against a static or predictably dynamic opponent; we assign the player a distribution of 
hands, we attempt to plausibly infer what his strategy will be with the hands he can hold, and 
then we attempt to maximize our EV against his distribution of hands and the strategy he will 
employ. This approach will extract the maximum on a particular hand from any opponent who 
plays either a fixed strategy or a strategy that deviates in a predictable way. 
 
But on the other hand, let's say that the opponent is also a strong player. Then he will be 
attempting to do the same to us (to read our hands and play, and attempt to exploit the 
weaknesses in our strategy). This means that we must take care in how we attempt to exploit the 
opponent, because if we exploit him in too predictable a way, he can easily alter his strategy to 
exploit us in turn. We call this counter-exploitation. 
 
Let us look at an example. Suppose some situation comes up, and our information gathering 
finds that the opponent bluffs about 10% too seldom in this particular situation. The maximally 
exploitive strategy in this situation, then, is to fold all the time with our hands that can beat a 
bluff, since each hand with which we call will win less money by picking off bluffs than it will 
lose to value bets. 
 
Our strong opponent, however, will be not be ignorant of our change in strategy. By the same 
process that we were able to read his hands and strategy and identify this weakness, he now sees 
a weakness in our strategy; that in this situation, we fold too often. So he in turn can change his 
strategy to bluff much more often in this situation. And we in turn notice this and swing our 
calling frequency back to counteract this, and so on. The maximally exploitive strrategies in each 
of these cases call for a sudden swing of changing strategies; from calling all the time in a 
particular situation to never calling in a situation, and so on. But by creating such severe swings, 
we open ourselves up to being counter-exploited. 
 
An alternative strategy in this circumstance might be to adjust our strategy by a smaller amount. 
This would delay detection by our opponent, but also reduce the amount of expectation gamed 
through the exploitation process. Another strategy would be to simply attempt to play the game 
of exploitation and counter-exploitation, trying to stay one step ahead of the opponent. In this 
circumstance, then, the player who is best able to accomplish this (staying ahead of the 
opponent) will gain value and the other will lose it. 
 
Example: Playing Strong Draws 
With these concepts in mind, then, we consider the main subject of this chapter. In previous 
chapters, we examined the play of a single hand against an opponent's distribution of hands. 
However, in reading our opponent's hands and strategy, the distribution we hold is often of prime 
importance. When we exploit our opponent, we take advantage of the information that is 
available to us through his betting patterns. In the same way, when we play against an opponent 
who will be attempting to exploit us, we must be aware of how he might use the information that 
our strategy gives up and attempt to minimize the effect of his counter-exploitation as we 
construct our strategy. 
 
We will look at a special type of hand in no-limit holdem; the "strong" flush draw. This is the 
flush draw that also contains secondary draws, such as overcards, gutshot straight draws, or 
open-ended straight draws. These types of hands normally have anywhere from 12 to 15 outs 
against top pair, and sometimes fewer against very powerful made hands (such as sets). 
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However, they do normally need to hit one of their outs in order to win. A hand with twelve outs 
on the flop has approximately 45% equity in the pot. 
 
You will recall that in the section on cards exposed situations, we showed how high-equity 
draws frequently benefited from getting all the money into the pot early in the hand. This 
occured because when they missed on the first card, they could be punished by the made hands 
before the river card came. However, when they got all the money in the pot on the flop, they 
simply were able to claim their equity. 
 
In future chapters, we will look at bet sizing in an in-depth manner. However, for the purposes of 
this discussion, we will simply state a principle and justify it intuitively. First, we should 
normally not bet a large multiple of the pot for value: our opponent can then wait for very strong 
hands and call, folding all his weaker hands. If we risk, for example, ten pots to win one, the 
opponent only has to call occasionally to make our play unprofitable. Perhaps you have played 
against players who frequently jam in the early rounds of no-limit tournaments for hundreds of 
times the blind with hands such as AJ. Picking such players off with strong hands is the obvious 
and correct exploitive response. We will claim that instead the bettor should bet a smaller 
amount with a wider range of hands, responding to a raise by jamming with a fraction of those 
hands, and so on. 
 
It would seem, then, that our strong flush draws might make up a portion of that "wider range of 
hands." But here we have a problem. By playing these draws in this manner, they lose a great 
deal of their value, because the opponent can simply call the flop. When we have a strong made 
hand, such as two pair or trips, this is not a problem; we simply bet again on the next street, 
hoping to extract even more value. But for these strong flush draws, it is a poor situation. In fact, 
as we saw previously, this is precisely the way that the made hand wants the action to go. 
Instead, our best play with a flush draw specifically is often to jam, even with a stack where we 
would not jam with other hands. 
 
Consider our opponent's dilemma if we jam a flush draw. Normally, his response to our large  
overbet would be to pick us off with his best hands. But now he has a problem. When he calls 
with his best made hands (presumably sets or perhaps straights), the flush draw still has at least 
30% equity in the pot. This will likely create a problem for him. For example, presume that we 
jam a bet of three into a pot of one, and we'll assume that we have just 33% equity when he calls. 
If he picks us off with his best 25% of hands, for example, we still gain equity by jamming 
because we pick up one unit 75% of the time, and the remainder, we lose less than two thirds of 
a unit. Now, perhaps the opponent will call much more frequently, with one pair-type hands. 
However, this is where the description of these draws as "strong" flush draws matters. Against 
one-pair hands, ace-high flush draws often have additional equity, as hitting an ace on a later 
street is good. Straight draws also add value, and so on. As the opponent calls more frequently. 
the equity of the flush draw when called increases, and so jamming is still positive EV, as long 
as the opponent folds a fair amount of hands (how many is dependent on the specific situation). 
 
So at a stack size of perhaps three times the pot, it seems we would prefer to be able to jam our 
strong flush draws and bet smaller amounts with our made hands and weaker semi-bluffs. But 
this strategy is still exploitable! Our opponent can switch to calling our jams with all hands that 
beat our likely draws, and to playing a normal strategy against our smaller bets, knowing that we 
have fewer strong flush draws in our distribution for making the smaller bets. 
 
But now we can move to exploit this in turn. If the opponent will call our jams with mediocre 
hands because they are all high-equity flush draws, then we can exploit that by adding some of 
our bigger hands (sets and two pair, for example) to our jamming range. Now our opponent has 
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to choose between paying off our monsters and getting value from our flush draws, or dodging 
our monsters, but losing a large fraction of the pot against our flush draws. Our opponent might 
try in turn to exploit this strategy; however, it seems that he has no obvious path to do so in a 
macroscopic way (as he did against prior strategies). 
 
This brief strategy construction highlights two important points that are worth noting about 
playing distribution against distribution. The first is information hiding. When the candidate 
strategy played different hands in different ways, it was much more exploitable because the 
opponent could trim the hand-reading tree much more effectively. Strong strategies play many 
hands in the same way, making it difficult for the opponent to read the distribution of hands 
remaining. Hiding information is the most important part of preventing counter-exploitation. In 
the example above, playing both strong hands and draws in the same way made it difficult for 
the second player to respond exploitively. 
 
Another way to see the importance of information hiding is by considering the information that 
we desire in order to exploit the opponent. Generally, the narrower a distribution of hands and 
the more obvious a strategy, the easier it is to find an exploitive strategy. However, against 
opponents who play a wide range of hands in exactly the same way, we have much more trouble 
finding exploitive strategies, because the distribution of hands they hold is so poorly defined. 
 
The second principle may seem obvious, but it is also important. Suppose we have equally 
numerous hands A and B, and two ways of playing them, X and Y. We've decided for 
information hiding reasons that we want to play A and B in the same way. Hand A does a little 
better being played in way X than in way Y while Hand B does a lot better being played in way 
Y than in way X. Then we should, in the absence of a compelling reason not to do so, play both 
types of hands in way Y. This occurred in our example above when we considered playing 
strong made hands. These hands would probably do slightly better (in a vacuum being played by 
betting a smaller amount. However, when we jammed them (within the context of the 
distribution), the entire distribution gained value because the opponent could no longer exploit 
us. Another good example of this point is the preflop play of AK or AA. In many situations 
(especially a little later in a tournament), AK has very strong equity for a preflop all-in but can 
suffer when played for a third of one's stack. AA, by contrast, does well in both scenarios. If we 
decide we want to play AA and AK in the same way preflop, then by this principle we should 
jam with both. 
 
Attempting to play the game of counter-exploitation often assumes that we have fairly good 
information about the opponent's strategy. In real play, exploitive play relies on highly 
incomplete information: a balance must be struck between trying to exploit specific weaknesses 
of the opponent's strategy and playing in a manner that extracts value from a wide variety of 
strategies when no specific weakness is known or when we have insufficient information about 
the opponent's play to justify playing purely exploitively. In Part III, we will study the process of 
trying to find optimal strategies, which are strategies that maximize their equity against the 
opposing strategies that maximally exploit them. But it is not necessary to solve a game 
completely in order to create what we call a balanced strategy. 
 
Balance 
This term, unlike some of the other terms we use when referring to strategies, is not a technical 
term from game theory. To define it, though, we introduce one additional term that is from game 
theory. The value of a strategy is the expectation of that strategy against the opponent's 
maximally exploitive strategy. We sometimes also call this the defensive value of a strategy, 
because value can be easily confused with expected value. Balanced strategies are those 
strategies whose defensive value is close to their expectation against the optimal strategy. 
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Essentially, balance is a measure of how exploitable a strategy is. 
 
A short example may help to illustrate this. Consider a game where it is the river, and Player A 
has either completed a flush draw or has no pair and where Player B has two pair. The draw was 
closed. We've seen previously that Player A will bet all his Bushes and then some fraction of his 
weak hands as bluffs. The fraction of bluffing hands will depend on the size of the pot. We'll 
assume the pot is three bets, and we'll assume that player A has made his flush 20% of the time. 
 
We consider a number of candidate strategies for A and find the expectation of B's maximally 
exploitive strategy (MES) against them. B's MES in this case is to fold all the time if A bluffs 
less than 5%, obtaining an ex-showdown equity of 3x, where x is A's bluffing frequency 
 
<B, fold> = 3x 
 
When A bluffs more than 5%, B switches to calling all the time: 
 
<B, call> = x – 0.2 
 

% of total hands  
A bets as a bluff 

<B, MES> 
(ex-showdown) 

0% 0 
2% - 0.06 

4.8% - 0.144 

5% - 0.15 

5.2% - 0.148 

10% - 0.1 

20% 0 

50% 0.3 

80% 0.6 

 
In this game, the optimal strategy is for A to bet 5% of his hands as a bluff. But as you can see, 
betting amounts slightly above and slightly below this value don't change A's expectation by a 
very large amount. To achieve these expectation gains, B must also employ the maximally 
exploitive strategies (that is, he must call all the time or fold all the time appropriately). 
 
In this example, there is only one strategy variable, and so the degree of balance of a strategy is 
directly tied to how close that variable is to optimal. However, in real poker, we often have many 
different types of hands. As a result, there are additional variables to be balanced. For example, 
we may bet our best 30% of hands for value, and balance those value bets with 10% of our hands 
as bluffs. The optimal strategy for such a game might in fact be to bet 50% of our hands for 
value, and to bluff 17%. In this case, our original strategy sacrifices value, but it is still balanced 
and fairly difficult for the opponent to exploit. 
 
In actually playing poker, it is often too difficult (due to computational infeasibility, etc.) to find 
the optimal strategy. However, we can often create strategies that are balanced and difficult to 
exploit; we can then play those strategies in situations where we do not have enough information 
to reliably exploit the opponent. This achieves two things. First, it enables us to extract most of 
the value that is available from playing exploitively. Second, it prevent; the opponent from 
exploiting us in turn; that is, he can normally do no better than to respond with a strategy that is 
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balanced in turn. If the opponent attempts to exploit our strategy, he will often sacrifice equity 
for no return. 
 
Key Concepts 

·  Maximally exploiting opponent strategies often requires extreme swings in our own 
strategy. Many opponents, especially astute ones, will observe this and take steps to 
counteract our exploitation. When constructing strategies, we must be aware of the 
potential for counter-exploitation by our opponents. 

·  There are special strategies called optimal strategies. These strategies do not always 
extract the maximum value from our opponents, but the opponents cannot exploit them, 
even if they knew the strategy we were playing beforehand. 

·  Information hiding is an important principle of poker play that prevents the opponent 
from exploiting us as easily. 

·  We use the term balance to describe the "exploitability" of a strategy. Strategies that can 
be exploited heavily are unbalanced; strategies that cannot be exploited are balanced. 
Balance is not always correlated with profitability, but balanced play is often strong. 

·  Optimal strategies are perfectly balanced. 
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Part III:  Optimal Play  
 

Now  the general who wins a battle  
makes many calculations  in his temple  
ere  the battle is fought.  The general  
who  loses  a battle makes but few  
calculations beforehand.  Thus do many  
calculations  lead to  victory,  and  few  
calculations  to  defeat.  

 
 

Sun Tzu, The Art of War 
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Chapter 10 
Facing The Nemesis: Game Theory 
 
To this point, we have explored various methods and examples of exploiting weaknesses in our 
opponent's strategies that are weak in one way or another. It may be the case that all your 
opponents are ripe for exploitation and will never adapt or attempt to exploit you in turn. If this 
is the case, then exploitive play will serve to generate profit. However, many games contain a 
mixture of strong and weak players; and in a related vein, tournaments often preclude game 
selection decisions by providing players with no choice of opponents. In the extreme case, you 
may actually find yourself in a game with players stronger than you are. 
 
In these circumstances, what can you do? One approach is to continue to try to exploit the 
opponent's mistakes, playing a regular exploitive game and effectively concede an edge to the 
opponent. This is the approach favored, or perhaps we should say used, by many players, often 
for lack of a better alternative. 
 
And a related situation occurs fairly frequently - that is, playing against new opposition with 
whom we are not familiar. One approach to playing in this situation is to simply play a "default" 
exploitive game, assuming the new player meets a typical profile and playing accordingly, while 
attempting to gain information about his play and adjusting as indicated. Again, this is the 
approach favored by the majority of players, often because they lack another reasonable 
alternative. 
 
We, however, advocate a different approach in both of these circumstances. Instead of relying 
solely on an exploitive strategy, we attempt to find strategies that are fundamentally sound; that 
yield no benefit to an opponent's attempts to exploit us. We may in this way give up a small 
amount of potential profit that we could have seized by playing exploitively. But by doing this, 
we attempt to make ourselves in turn unexploitable. 
 
This approach to the game finds its roots in game theory, a subject that occupies the remainder of 
Part III. In Part II, we introduced the concepts of games and strategies, which are the main topics 
with which game theory is concerned. This branch of mathematics is a large and growing field 
with applications in a broad array of disciplines. However, since this is a poker book, we will not 
attempt to provide a comprehensive overview of the many interesting situations game theory 
addresses except for those that lend insight into poker. Instead, we will introduce the various 
concepts of game theory as they are needed for our discussion, without attempting to be 
rigorously formal. 
 
In part II, we defined a game as containing the following elements: 
 

·  There are two or more players. 
·  At least one player has a choice of actions. 
·  The game has a set of outcomes for each player. 
·  The outcomes depend on the choices of actions by the players. 

 
We call the choice of actions a strategy, and the outcomes payoffs. Each action that a player may 
take is called a strategic option; the specification of all the choices he makes at each possible 
decision point is the strategy. 
 
As a simple introduction to the structure of games, let us consider one of the simplest games, 
Odds and Evens. Two players play. Each conceals either a penny or no penny in his hand, and 
the hands are revealed simultaneously. By prior agreement, one player (Player A) win 1 unit if 



_________________________________________________________________________ 
THE MATHEMATICS OF POKER                                                                                                                         101 
 

the total number of pennies in the hands is even, and the other player (Player B) wins 1 unit if the 
total number of pennies is odd. 
 
The following is what is called a payoff matrix for this simple game. Player B's strategies are 
listed left to right and Player A's from top to bottom. Once the strategies have been revealed, 
looking up their intersection in the chart gives the payoff due to each player (A's payoff, B's 
payoff). 
 
Example 10.1 - Odds and Evens 
 
 Player B  

Player A 0 pennies 1 penny 

0 pennies (1, - 1) (-1, 1) 

1 penny (-1, 1) (1, - 1) 
 
There are a number of properties of interest that games can have. Some games, such as Odds and 
Evens or rake-free poker, are what are called constant-sum games. The total of all the payoffs to 
the various players must total a constant. In poker, this constant happens to be zero, and it is 
common to speak of zero-sum games as well. All constant-sum games can be converted to zero 
sums by simply scaling the payoffs appropriately. 
 
A second important property of games is whether the play is sequential or simultaneous. In a 
game like Odds and Evens, for example, the play is simultaneous. In a game like checkers, for 
example, play is sequential; first one player plays, then the other. In some sense, we can convert 
all games to simultaneous play by simply requiring all players to specify their complete strategy 
(including all possible game trees) beforehand. However, the distinction between simultaneous 
and sequential play is still useful because of what it tells us about mixed strategies (more in a 
moment). 
 
Another important property of games is whether there is hidden information. Hidden 
information is information available to one player but not the other. First consider a game such 
as chess, hi this game, the entire game situation is available to either player at any time, and the 
game is completely deterministic; that is, a player or computer with enough calculating power 
could examine every possible game tree and find the best move. This is an example of a game 
with no hidden information. Backgammon is an example of a game where there is no hidden 
information, but the game is not deterministic. On each roll of the dice the game tree forks, but 
the mechanics of this probabilistic selection process are known to each player. So in this case, 
even though perfect play cannot guarantee victory for either player because of the random 
element, there is no hidden information; that is, there is no information that one player has that 
the other does not. 
 
Poker, on the other hand, is a game that relies on hidden information. Each player knows his own 
hand, and the knowledge of his opponent's hands would be a great boon to him. As a result, the 
task of poker is to extract value by taking advantage of the hidden information. From a game 
theory standpoint, the most important thing about games with hidden information is that their 
optimal strategies can contain mixed strategies. Mixed strategies are situations where strategies 
contain two or more actions in a single situation. For example, ''raise half the time, limp- reraise 
half the time with aces in a full game" is an example of a mixed strategy. Only games with either 
hidden information or sequential play can contain mixed optimal strategies. 
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In using game theory to study poker, zero-sum two-player games (such as Odds and Evens) are 
normally the most important and most interesting. In zero-sum two-player games, only two 
players have payoffs and those payoffs always sum to zero; that is, whatever player A loses, 
player B wins, and vice versa. The comments that Follow about "optimal strategies'' apply only 
to zero-sum two-player games. 
 
We can discuss strategy pairs; that is, a combination of a strategy for the first player and a 
strategy for the second player. For a zero-sum two-player game, a strategy pair is optimal if 
neither player can improve his expectation by unilaterally changing his strategy. A strategy for 
one player is optimal if it is part of any optimal strategy pair. 
 
Imagine playing against a super-opponent. We call this super-opponent the nemesis. The 
nemesis always knows your strategy and always plays the maximally exploitive strategy against 
it. If you change your strategy, the nemesis changes instantly to counter, always playing the 
strategy that maximally exploits yours. An optimal strategy is the strategy that has maximum EV 
against the nemesis. Another way of stating this is: 
 
An optimal strategy pair consists of two strategies that maximally exploit each other. 
 
Please note that the term "optimal" in this context is carefully defined - many disciplines use this 
term, sometimes with varying definitions or meaning. We will use the term only in the narrow 
sense given above and only in reference to strategies. 
 
In both zero-sum two-player and other types of games, either variable-sum or multi-player, we 
can still satisfy the condition that no player be able to increase his expectation by acting 
unilaterally. Strategy sets for each player that satisify this condition are called Nash equilibria. It 
is proven that all multiplayer games with finite payout matrices have at least one such 
equilibrium; some games have multiple equilibria. In fact, some games have multiple equilibria 
that makes them difficult to analyze. We will revisit this In Part V. 
 
Mathematics tells us that the optimal strategies to a zero-sum two-player game have the 
following properties: 
 

·  As long as mixed strategies are allowed (i.e., each player can use strategies such as "do X 
60% of the time and Y 40%"), optimal strategies always exist.  

·  As a corollary to this, if an optimal strategy contains a mixed strategy, then the 
expectation of each strategic alternative must be equal against the opponent's optimal 
strategy. Thus, optimal strategies in poker do not contain "loss leaders" or other plays that 
sacrifice immediate expectation for deceptive purposes. If a hand is played in different 
ways, then each way of playing the hand will have the same expectation. If this were not 
the case, then the player could simply shift all the hands from the option with lower 
expectation to the option with higher expectation and unilaterally improve. 

 
Frequently, especially in very simple games, the optimal strategy is simply the one that 
guarantees zero EV. This is because simple games are frequently totally symmetric; in this case 
the optimal strategy must yield zero for the player employing it, as his opponent could simply 
play the optimal strategy in response. 
 
Looking back at Odds and Evens, it is clear that Player A's objective is to match Player B's -
strategy. The two could play this game as an exploitive guessing game and try to outthink each 
other; in that case, the player better at outguessing his opponent would have an edge. Another 
option is available, however. Suppose that B felt he was inferior at the guessing game to A. B 
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could instead try to play optimally. One way of doing this is to try to find the nemesis srategy for 
any strategy he himself utilizes and then maximize his equity. 
 
B can play any mixed strategy which consists of playing 0 pennies X% of the time and 1 penny 
(1-X)% of the time. Note that pure strategies are simply a mixed strategy where one of the 
options is given 100% weight. 
 
We can directly calculate the expectation of A's counter-strategies, but we should know from our 
work on exploitive play that the nemesis will best exploit B by playing a pure strategy. If B plays 
0 pennies more than 50%, the nemesis will play 0 pennies all the time. If B plays 1 penny more 
than 50%, the nemesis will play 1 penny all the time. 
 
From Equation 1.11, B's EV for 0 pennies > 0.5 is: 
 
<B, x > 0.5 > = (-l)(x) + (1)(1-x) 
<B, x > 0.5 > = 1 – 2x 
 
His EV for 1 penny > 0.5 is: 
 
<B, x < 0.5 > = (-1)(1 - x) + (l)(x)  
<B, x < 0.5 > = 2x -1 
 
We can see that in both of these cases, the expectation of the strategy is negative.  
When x > 0.5,1- 2x is negative, while when x < 0.5, 2x - 1 is negative. 

At precisely x= 0.5, the nemesis can do anything and achieve the same equity. 
 
<nemesis, 0 pennies > = (-1)(0.5) + (1)(0.5)  
<nemesis, 0 pennies > = 0  
<nemesis, 1 penny > = (-1)(0.5) + (1)(0.5) = 0  
<nemesis, 1 penny > = 0 
 

0 0.2 0.4 0.6 0.8 1.0 

p (X  plays 0 pennies) 

 
Figure 10.1. Odds and Evens equity vs. nemesis 




